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Abstract

Comparative Case Analysis (CCA) is an important tool for criminal investigation and crime theory extraction. It analyzes the commonalities and differences between a collection of crime reports in order to understand crime patterns and identify abnormal cases. A big challenge of CCA is the data processing and exploration. Traditional manual approach can no longer cope with the increasing volume and complexity of the data. In this paper we introduce a novel visual analytics system, Spherical Similarity Explorer (SSE) that automates the data processing process and provides interactive visualizations to support the data exploration. We illustrate the use of the system with use cases that involve real world application data and evaluate the system with criminal intelligence analysts.

1. Introduction

Comparative Case Analysis (CCA) is a widely used technique for criminal intelligence analysis [15]. Given a collection of crime reports that contain both structured fields such as crime type and unstructured fields such as modus operandi, CCA aims at analyzing the commonalities and differences between them for predicting criminal activities, determining current, new or emerging problems and highlighting prevention, reduction or diversion opportunities [31]. Currently, CCA is a manual process. After reading the crime reports, the analyst identifies relevant headings (factors) that are considered to be useful for their understanding of the cases. Information from the reports is then collated under the headings for comparative analysis, result in a CCA table, where the analyst scans across crime rows to identify (dis)similarities.

With the increasing size of data and variety of information that is collected presently, the manual process becomes increasingly infeasible. First of all, identifying meaningful factors from large amount of data and collating corresponding information to form a CCA table is labor intensive and error-prone. Secondly comparison across tables with large amount of rows (crime reports) and columns (factors) is difficult. Analysts are looking for tools that can help them to extract relevant features from the data, and to visualize the data in graphical representations such that comparison can be made easy [4]. Software systems such as IBM i2 [1] have been developed to assist the analyst with extracting information from large amounts of criminal data and link related information. But tools that support automatic data processing and similarity analysis are lacking.

We see parallels between CCA and traditional document analysis where structure needs to be extracted from unstructured textual fields. Therefore, we envision an automated CCA work-flow starting with the extraction of meaningful features and concepts from the document collection. Subsequently, a CCA table is compiled by combining the information of the extracted features and concepts with existing structured fields in the data. The (dis)similarities between documents are then computed using a predefined distance measure that take into consideration values in both structured fields in the data and information of extracted features. Finally, the (dis)similarities are visualized in graphical representations to help the analyst identify patterns and relations in the data. These visual representations can then be presented in an interactive graphical user interface where the analyst can interact with the data and look at the data from different perspectives.

In this paper we propose a visual analytics pipeline that advances existing CCA approach by automating the CCA table generation process, computing the (dis)similarity between documents, and visualizing the (dis)similarity and the data in an interactive visual display to support reasoning and sense making. We implement the pipeline in Spherical Similarity Explorer (SSE), a visual analytics tool that integrates a spherical embedding method with a series of analysis, visualization and interaction techniques to support Comparative Case Analysis (see Fig. 1).

The contributions of this paper include 1) a visual analytics pipeline for CCA; and 2) a novel interactive visualization technique that maps textual documents to a 3D spherical surface and allows interactive exploration of the similarity between documents. The remainder of this paper is organized as follows: Section 2 introduces the research background; Section 3 discusses related work; Section 4 introduces the visual analytics pipeline of our SSE tool, as well as the detailed embedding, interaction and visualization techniques; Section 5 demonstrates two use cases with real-world criminal data and presents feedback from end users; and Section 6 draws conclusions and discusses future work.

2. Background

The work proposed in this paper is motivated by challenges in CCA as part of the mission of the EU FP7 funded project “Visual Analytics for Sense-making and Criminal Intelligence Analysis” [4]. The project looks into the development of VA solutions that supports evidential reasoning and sense-making from a large volume of criminal intelligence data.

CCA is also called Similar Fact Analysis (SFA) [5]. The idea is to analyze similar features (factors) in different crime cases in order to support criminal investigation and crime theory extraction. The former aims at identifying similar crime cases that are committed by the same offender(s) or criminal organizations, and the latter aims at identifying the causes of certain types of crime for future crime reduction and prevention.
CCA involves data exploration. For example, new clues may be found while viewing key features of a particular crime. In that case analysts often want to view details of other similar crimes. This key feature identification is an iterative and incremental process. Consequently the analyst’s focus of interest often moves from one case to another. A convenient visualization tool would support such exploration by moving the “point of interest” to the center of the drawing canvas such that the analyst can pay closer look into the details of the data point and examine the neighborhood easily.

One of the most commonly used visualization techniques for displaying (dis)similarities within large document collections is the so called “galaxy view”, as it is for example implemented in IN-SPiRE [2], a state-of-the-art visual document analysis software. In the “galaxy view” each document is represented by a point, and the dissimilarities between documents are represented as Euclidean distances between points. By placing similar object close to each other and dissimilar object far apart, the visualization reveals patterns such as groups and outliers in the data.

The “galaxy view” helps the analyst to see patterns and relations in the data. But the method lacks flexibility in terms of navigation. Once a visual embedding has been generated, each object has a fixed location in the view. When the analyst’s focus of interest moves from one document to another, it is hard to adjust the “point of interest” to the center of the display accordingly. Moving an arbitrary point in the display to the center requires either moving the drawing canvas, which may cause loss of information, or re-generating the layout, which may destroy the existing mental map of the analyst and demand additional computation. A “fish-eye” view [21] may be applied to enlarge the area of interest and at the same time preserve the mental map of the viewer, but every time the point of interest moves, a new layout needs to be computed.

Exploring the world map on a globe is an intuitive way of understanding distances and relations between different locations. The metaphor can be effectively adopted to support explorative analysis of distances and relations between objects in HD data. In the past various visual embedding methods have been proposed to map HD data to a 3D spherical surface [8, 10, 17, 27, 45], but little work has been reported on integrating them to VA tools for visual data exploration. This is hardly surprising, because without effective interactions and detail-on-demand visualizations, the method cannot fully support explorative analysis.

In SSE we utilize the advantage of the 3D globe metaphor by integrating a spherical embedding method with a series of interactions and linked-view-visualizations. At the back-end we develop
a series of text analytics methods to extract features and concepts from the text and compute the (dis)similarity between documents. The aim is to support interactive similarity analysis and data exploration required by CCA. The proposed approach is not limited to the Spherical MDS [17] that is currently implemented in the system – it can be easily substituted by any other embedding method that generates spherical embeddings. And the interactive spherical projection is also not limited to textual data – it can be adapted easily for analyzing multidimensional data of other data types.

3. Related Work

In this section, we review previous studies that motivate and inspire our approach.

3.1 Comparative Case Analysis

CCA is based on the notion of “comparison”, which is a fundamental tool of analysis and widely used by many social sciences and scientific domains [14]. CCA starts with data preprocessing. Typically the data contains information gathered from different sources including police reports, witness statements, etc. and is stored in a semi-structured manner. A crime record may contain structured fields such as location, time, and type of crime, as well as unstructured textual fields such as modus operandi (abbreviated as MO) and intelligence notes [15].

A challenge of CCA is the feature extraction and similarity computation. Most of the feature extraction work reported in the literature is done by hand. For example, Bennell et al. [7] manually extracted different types of behavioral features such as entry behavior (front door, back door, climb to second floor etc.), target selection choices (petrol pump, property stolen (jewelry) and offender’s spatial behavior as linking features to compute the pairwise similarity between crime cases. These features are extracted from MO of 86 solved commercial burglaries committed by 43 serial offenders.

It is not difficult to imagine the significant amount of work that is involved in the aforementioned process. Nowadays the data CCA has to handle often contains thousands of records or more. The task cannot be carried out without the help of automated feature extraction techniques. SSE tackles the challenge by designing effective entity extraction and concept extraction techniques that automatically extract important features from the data and compute corresponding measures. The technical details can be found in Section 4.1.

Bennell et al. [7] used the dichotomously coded values of the above mentioned linking features to examine if high degree of similarity between them enables different cases to be validly linked to a common offender. The similarity measure was computed on the basis of Jaccard coefficients between pairwise crimes. Their approach was twofold, first behavioral features were identified using logistic regression analysis capable of distinguishing between related and unrelated crime pairs. Secondly, Receiver Operating Characteristic (ROC) analysis was performed to assign each behavioral feature an overall predictive score.

Cantor [13] investigated the consistency of features across organized and disorganized cases based on content analysis and Multidimensional Scaling (MDS). His research revealed that disorganized features were either easy to identify or more common, probably due to their vast number compared to organized features. Jaccard coefficient was used to measure the proportion of co-occurring features. Given that CCA data contains both textual and non-textual fields, a simple metric that measures the textual features can miss important clues in the comparison such as time and location of a crime. In SSE we enhance the similarity computation by designing a composite measure that measures geographical, temporal and textual features separately and merges them together for comparison. Details of the method can be found in Section 4.2.

3.2 Visual Embedding of Multi-dimensional Data

Mapping HD data to a lower-dimensional (LD) visual display is a difficult problem that has significant research interest. The main objective is to generate a meaningful LD (visual) representation of data in HD space such that people can gain understanding of the structure of the data, as well as the relationship dis(similarity) between data items. The process of representing HD data in a LD space such as a sheet of paper or computer screen is referred to with various terms or expressions. A general name for this is embedding. In the specific case of Cartesian data, dimensionality reduction, projection, mapping, and manifold learning are commonly encountered.

The key characteristic of any embedding technique is its underlying model, namely, the way it transforms data. This coordinate transformation can be linear or nonlinear. It can also be parametric or non-parametric. Parametric models provide out-of-sample extensions for free, that is, the transformation applies to new data points. The output of nonparametric methods is not really a model or transformation, but rather the transformed data. As the transformation remains implicit, the generalization to new data points is not straightforward.

The generic idea hidden behind all embedding techniques is that they should produce LD representations that preserve meaningful structural properties of data. In general, these properties formalize proximity relationships. They can be similarities (adjacencies, dot products) or dissimilarities (distances, angles).

The ancestor of all embedding methods is undoubtedly PCA [33]. The method can be interpreted in various ways (maximal variance preservation, minimal encoding/decoding error, total least squares, variable decorrelation). It can be carried out with various spectral decompositions (eigenvalues and singular values) or neural algorithms [32]. PCA is a linear projection technique. Refined cost functions have led to many variants, such as projection pursuit [25]. It is noteworthy that PCA yields exactly the same results as classical metric multidimensional scaling (MDS) [46]. Classical MDS is actually the dual form of PCA, in which the covariance matrix is replaced with the centered Gram matrix of dot products. Hence, classical MDS (and PCA) optimally preserve dot products.

More recent forms of MDS rather implement the closely related principle of distance preservation. Various cost functions (often called stress) allow a wide variety of methods to emerge [16]. The most famous is probably Sammon’s nonlinear mapping [36]. Like many MDS variants, the stress optimization with an elaborate gradient descent technique produces nonlinear embeddings. Yet another variant is curvilinear component analysis (CCA) [19], which behaves in a radically different way as other MDS-like techniques.

Quite naturally, the input data for MDS often comprise Eu-
clidean distances, which are easily converted into the corresponding dot products. Actually this is not mandatory at all and other types of distances can be used as well, such as the so called geodesic distances [40, 26]. The transformation of the reference distances in the stress function can also be identified in an optimization process. This is the principle of nonmetric MDS [38, 23]: a nonparametric and monotonic distance transformation is identified with either isotonic optimization or semidefinite programming [44].

Dot products or distances are not the only structural features that are useful in embedding techniques. Recent successful methods are based on similarity preservation, such as stochastic neighbor embedding (SNE) [22] and its variants [41, 42]. Yet another possibility close to the world of artificial neural networks is the well-known self-organizing map [43]. Though the SOM is not an embedding technique in the usual sense, it remains a very powerful visualization tool. The idea is similar to the one of PCA: fit a plane within the data cloud. In this case the plane is a kind of articulated and elastic grid, which can deform itself to reproduce curved shapes and clusters. This shows that the SOM works the other way round, compared to most embedding techniques. Instead of embedding data into a LD space, a predefined two-dimensional grid is fitted in the HD space. The heuristic algorithm of the SOM has been reformulated in more principled methods, such as the generative topographic mapping [9], which relies on an expectation-maximization procedure.

The review of the state of the art would not be complete without mentioning spectral embeddings. This family of methods shares a common framework: they apply classical MDS in a feature space, that is, nonlinearly transformed data variables. This framework extends classical MDS to nonlinear embeddings while keeping most of its advantages, like computational simplicity and convex optimization. The oldest method in the family is kernel PCA [37].

Isomap [40] is classical MDS applied to geodesic distances instead of Euclidean ones. Assuming that data are sampled from a manifold, the shortest paths in a neighborhood graph are computed in order to approximate the manifold geodesics. Using geodesic distances instead of Euclidean ones in classical MDS is expected to lead to better unfolding and hence to better embedding [26]. Another well known spectral method is locally linear embedding (LLE) [34]. The idea here is to first determine weights in order to reconstruct each data point from a mixture of its neighbors and secondly to use these weights to compute a low-dimensional representation of all points.

3.3 Spherical-based Visualization

Spherical visualization is a commonly used visualization technique for displaying relationships between objects, especially when the objects come with their geographical locations on Earth, or their positions in space [28]. If the geographical locations are not available or, as in our case, is not the sole attribute, spherical visualization maintains some useful features when compared to rendering on the plane. For example, some systems [29, 30] map the objects to the sphere to achieve focus+context distortion.

Mapping objects to a spherical surface instead of a 2D plane has several advantages. First of all, unlike a 2D plane, the spherical surface does not have a boundary, which provides an intuitive Gestalt association of relationships between nearby objects [11]. Secondly the spherical mapping helps avoiding the “corner effect” of 2D mappings [12] although projection from HD data space to a LD space will potentially result in distortions [6]. When the number of points is large, the method also lessens the over-plotting problem by having a larger projection space (see Fig.3). Furthermore, the design aligns with the “Focus + context” principle [39] that hides distant data points without losing context.

The methods described in Section 3.2 can be applied to generate 2D or 3D embeddings of multi-dimensional data. In this paper we want to generate embeddings that lie on the surface of a sphere. A 3D spherical mapping of multi-dimensional data can be achieved in many ways. In theory any Dimensionality Reduction (DR) method can be extended to fit the purpose by adding constraints. For example, a “dummy point” that has the same distance to all the other points can be added to a MDS approach to achieve a circular or spherical embedding [10, 8, 27]. Also, methods were developed to generate spherical embeddings using a SOM [45].

In SSE we implement the Cox and Cox’s Spherical MDS approach [17]. Compared to other spherical embedding approaches that requires the generation of an artificial “dummy point” [10], [8] and [27] or tuning of parameters[45], Cox and Cox’s method achieves non-metric MDS on a sphere in a simpler manner. SSE extends the capability of Cox and Cox’s method by integrating it with a series of interactions and detail-on-demand visualizations, and embedding the spherical view in a multiple-coordinated-view where the analyst can examine the data from different perspectives. Details of the methods can be found in the section 4.3.

4. Visual Analytics Pipeline

Fig. 2 illustrates the visual analytics pipeline of SSE: it takes crime and incident reports as input, processes the reports by extracting relevant features and concepts from the reports, combines them with the headings of structured fields to form headings of a CCA table. Once the headings are generated, the system will check through each crime report to fill in the corresponding values in the CCA table. These values are used to compute the pairwise similarities between crime cases, resulting in a distance (dissimilarity) matrix. The distance matrix is then fed into the spherical MDS algorithm that generates spherical coordinates for each of the crime reports. The coordinates are used to map the crime reports to the spherical surface. The 3D sphere is interactive; the user can move the sphere for data exploration. Detail-on-demand analysis such as hot spot identification and visualization, and common feature analysis and visualization are also supported by the system.
4.1 Feature Extraction

The features extracted from the crime reports are based on predefined patterns built to capture sequences like unsecured premises or entered through rear door. Compared with bag-of-word stemming features computed from documents [35], the extracted features are characteristic for the analyzed description of the crime procedure. This approach reflects the fact that two crime reports referring to offenders entering through a rear door at night are more similar to each other than to a report omitting the time of day. The patterns generating the features and sequences from the text are matched to a lemmatized version of the crime reports so not to miss any matches because of word inflections. The result is organized in groups of concepts, which are predefined by experts from the field of the analyzed data. These concepts can be parts of a building, makes and models of vehicles, and more. For example, having crime reports dealing with burglary, the concepts contain parts of buildings, expressions for the time of the day, and typically-used tools. This expert knowledge makes sure that the extracted features are relevant to the analyzed data and carry important information which not only the machine but also the analyst understands. In addition, the features represent chunks of the analyzed crime report, can be interpreted by a machine as well as humans, and make the information extraction process transparent to an analyst working with the generated data.

The extraction process is based on four main components: 1. Preprocessing: the reports are normalized, a cleanup removes all characters which do not carry any information (non printable and control characters). Based on a dictionary, abbreviations are expanded. 2. POS Tagging: a POS tagger determines the part of speech of each token in the report. 3. Lemmatization: a rule-based lemmatizer computes the lemma of each token. 4. Pattern Matcher: the pattern matcher finds occurrences of the predefined patterns (including permutations). It extracts the text matches, and generates the corresponding feature vector per crime report. The resulting feature vector is similar to a classical term feature vector. Instead of single word terms, it keeps track of the occurrences of multi-word terms extracted from the predefined patterns.

4.2 Distance Computation

When computing the dissimilarity between two crime reports we apply a so-called composite distance measure to handle the heterogeneous structure of the reports. As mentioned above, each report is described by a feature vector consisting of different data types such as time and geographically related information of the incident as well as extracted concepts of the modus operandi field. Our distance measure combines the different feature types into a single similarity value.

To combine feature types a feature type dependent distance function is applied to every considered feature. For time-related features, the similarity is measured by the time difference, for geo-related features the geographical distance between two locations is considered, and for the modus operandi field the distance is computed by counting the number of common concepts. More formally, the distance between the concepts \( \{c_0, \ldots, c_{n-1}\} \) of the modus operandi \( MO_m \) and \( MO_n \) fields are computed as follows:

\[
\text{dist}(MO_m, MO_n) = \frac{1}{\#\text{concepts}} \sum_{i=0}^{n-1} \text{dist}(MO_{m_i}, MO_{n_i})
\]

where \( \#\text{concepts} \) refers to the number of non-missing concepts and

\[
\text{dist}(MO_{m_i}, MO_{n_i}) = \begin{cases} 0 & \text{if } m_i = n_i \\ 1 & \text{else} \end{cases}
\]

As indicated above, a concept is ignored if both crime records have a missing value.

After computing and normalizing the distances between the separate features, the resulting distance between two crime records is computed by averaging the individual distances. As indicated in Fig. 2, the result of the distance computation step is a matrix containing all pair-wise distances between all crime reports.

4.3 Spherical MDS

SSE implements Cox and Cox’s Spherical MDS algorithm [17] for mapping the distance between documents to the visual display. The algorithm adapts the original non-metric MDS...
of Kruskal [24] to give a configuration of points that lie on the surface of a sphere.

Given a set of \( n \) objects under consideration and the dissimilarity between pairs of objects in the multidimensional data space given by \( \{ \delta_{ij} \} \), and the Euclidean distance between corresponding points in the lower dimensional embedding given by \( \{ d_{ij} \} \), Kruskal’s non-metric MDS tries to “best” approximate the distance between objects in the data space to the embedding space by minimizing the cost function

\[
S = \sqrt{\frac{\sum (d_{ij} - \hat{d}_{ij})^2}{\sum \hat{d}_{ij}^2}}
\]

where \( \hat{d}_{ij} \) is the primary monotone least squares regression of \( \{ d_{ij} \} \) on \( \{ \delta_{ij} \} \).

Spherical MDS maps points onto a surface of a unit sphere. Each point \( i \) on a surface of the sphere is determined by two angles \( \theta_i \) and \( \phi_i \) (see Fig. 4). Assuming \(-\frac{\pi}{2} \leq \theta_i \leq \frac{\pi}{2}\) and \(0 \leq \phi_i \leq 2\pi\) for the spherical angles, the point \( i \) has the Cartesian coordinates

\[
\begin{align*}
x_i &= \cos \theta_i \sin \phi_i \\
y_i &= \sin \theta_i \sin \phi_i \\
z_i &= \cos \phi_i
\end{align*}
\]

Figure 4. Spherical Coordinates

The distance between two points is defined as the shortest arc length along the great circle which passes through the two points (geodesic distance on the sphere).

\[d_{ij}^2 = (x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2\]

The Euclidean distance \( d_{ij}^2 \) between two points \( i \) and \( j \) on a sphere is given by

\[d_{ij}^2 = 2 - 2\sin \phi_i \sin \phi_j \cos (\theta_i - \theta_j) - 2\cos \phi_i \cos \phi_j\]

By applying the law of cosine to the triangle depicted in Fig. 5, where \( \phi \) is the planar angle for the unit sphere \( r = 1 \)

\[d_{ij}^2 = 2r^2 - 2r \cos \phi\]

the geodesic distance on the sphere \( d_{ij}^2 \) is given by

\[d_{ij}^2 = \arccos \left( \frac{2 - d_{ij}^2}{2} \right)\]

Starting from an initial configuration of points (which is generated by a metric MDS), a configuration giving minimal stress can be found using the method of steepest decent. As Cox and Cox pointed out, since there is a one-to-one increasing relationship between the Euclidean distance and the arc length (geodesic distance) either of them can be used for the stress minimization. The resulting MDS solution will not be affected.

4.4 Interactions

While a variety of 3D interaction devices are available to interact with 3D visualizations [18], we wanted our application to be device-independent and work both with and without novel hardware, making the application more accessible for those with standard interaction devices. Using simple, cursor-based interaction, the sphere can be rotated in both the y- and x-axis by clicking and dragging the cursor across the sphere. Scroll functionality, such as a two-finger swipe on a touch-pad, can be used to zoom in, revealing further relationships in dense regions. These gestures also lend themselves well to touch devices, where zoom is controlled using the de-facto pinch gesture.

We also investigated mid-air gestures through the use of a Leap Motion device [3]. Users could rotate and zoom into the sphere by holding their hand over the device and moving side-to-side and backwards-and-forwards respectively. After some initial novelty, we found the interaction to be clumsy. With no point of reference, it was difficult to rotate the sphere without accidentally zooming. It was also no surprise that fatigue soon set in. One gesture that did work well was the ability to change the opacity of the sphere by making a grabbing gesture.

Since the data points are small, and dense in some regions, we recommend cursor-based interaction, where we also have the affordance of hovering over data points on the sphere. This can be used to reveal details of a crime, such as showing when and where it occurred on the geographic and temporal visualizations, and showing a summary of the crime details, including the offender’s modus operandi. Clicking on a crime highlights its nearest neighbors, using a three-tier color scale to group projected distance. These points are also placed on the geo-spatial and temporal views to allow for potential new relationships to be discovered.

We intend the smooth and fluid interaction with the sphere to encourage playful exploration, discovering new and unexpected relationships in a serendipitous manner. We combine this with smooth animations that allow users to view data items, selected through the search and retrieval interface, at the front-center by rotating the sphere into position. This helps the user to maintain context as they move from one data item to the next. We also use animation to move data points to their new locations when the projection is changed.

4.5 Visualizations for Similarity Analysis

We design the visualization components of SSE in such a way that different types of analysis can be performed through coordinated views. According to the National Policing Improvement Agency [31] there are four main types of Crime Pattern
Analysis: **hot spot identification, crime trend identification, crime series identification** and general profile analysis. We use these tasks to drive the design of our different views:

3D Sphere: The spherical embedding provides an overview of the similarities between crime cases. It is useful in understanding global patterns in the data such as groups and outliers. The user can explore the data by various interactions as introduced in Section 4.4. It also allows the user to select a particular document on the sphere and see the detailed modus operandi. Similar documents will be highlighted in corresponding views.

Feature Selection: SSE implements a feature selection panel that allows the user to select different feature set combinations, namely MO (modus operandi), spatial (geo-spatial locations), and temporal (time and date) of the crimes. The similarities between crime cases are always computed based on selected features. By adding or removing a feature for similarity computation, the analyst can test different hypotheses.

Geo-spatial visualization: The system also includes a map view that shows the distribution of crimes on a geographical map. By projecting crimes to the map, the analyst can easily identify crime hot spots and drill down to individual crime cases that happened in a particular geographical region.

Time-line visualization: A time-line visualization is implemented to show the distribution of crimes over time for cross referencing between geo-spatial and temporal relations in the data.

Commonality Analysis: The user can select a group of documents and see the common features in a word cloud visualization. This provides an overview of the key terms in the data and helps the analyst to identify clues for reasoning and sense-making.

Search and Filtering: The search panel allows the analyst to perform keyword search. Details of the matching documents can be viewed in the panel below. The filtering helps the analyst to quickly focus on a subset of documents that are of interest.

Linked Views: all the views mentioned above are linked. Change in one view will trigger corresponding changes in other views. For example, selecting a document in the spherical surface will update the map view.

5. Use Cases and User Evaluation

In this section we present two use cases of the system and some feedback from the end user. We use 1588 anonymized real crime records as input data of the use cases and use them to demonstrate the functionality of the system to the end user. The data contains 27 structured fields recording various types of information about the crime plus a free text field that stores the modus operandi of each crime.

5.1 Similarity Analysis Based on Modus Operandi

First we use the features extracted from the modus operandi for similarity analysis. Extracted features from the modus operandi field include concept based features such as MO_Position (rare, front, size of the entry), MO_FixtureType (window, door, etc.), MO_FixtureMaterial (plastic, metal, etc.), and MO_search (tidy, untidy) as well as key terms contained in the modus operandi descriptions such as **alarmed**, **dog**, and **car**.
Once the data has been processed and projected onto the spherical surface, one can easily see a “spoon” shaped pattern (cluster) (see Fig. 6). By clicking on one of the center points of the cluster and checking the word cloud visualization of the neighborhood crimes, it is not difficult to see that most of the crime cases occurred in non-residential dwelling such as offices, school buildings and commercial premises. The word cloud helps with identifying more commonalities between the crimes — terms *stole* and *office* frequently occur in these crime cases. This leads to the hypothesis that the pattern is related to burglary/theft inside non-residential dwellings. By double-checking the modus operandi descriptions of the cluster members, the hypothesis can be further confirmed.

The geographical map at the top left panel helps the analysts understand the geographical distribution of the crime cases. The small region at the southern part of the city looks like a hot spot of theft in commercial premises. This can lead to further investigation. For example, the link between the specific type of crime to the highway next to the area, the distribution of commercial vs. residential buildings in the area, or the temporal pattern of the crimes (office or non-office hour, week or week-end days), etc.

The analyst can also search for other crime cases that contain the keyword *office* and see whether there are other types of crime that are related to commercial premises. In this case, the third item in the query result is projected some distance away from the identified pattern (see Fig. 6). This is not surprising, because although the modus operandi does contain the term *premise*, the crime itself is a car crime that happened outside the building — the offender stole the car key in an office and drove the car away.

### 5.2 Similarity Analysis Based on a Different Subset of Features

Next we investigate the embeddings of the same data using different combinations of three feature sets that are implemented by the current version of the SSE tool: MO features (modus operandi), as described in the previous use case, *spatial features*, which includes the latitude and longitude of the crime location, and *temporal features*, which include the date and time when the crime happened. We randomly select a crime report (ID "99DE1/1445204") from the data as an “anchor” point and search for similar cases using different feature set combinations. We look at 3 different combinations: MO, MO+Spatial, and MO+Spatial+Temporal.

Fig. 7 shows the resulting embeddings. Reasoning can be made based on some of the comparisons. For example, from the map view, the MO-only projection does not seem to have a strong geo-pattern. The crimes that are similar to the anchor document are at distant geographical locations. Adding spatial features does not result in significant changes in the spread of the region, apart from filtering out a few documents that happened up north (highlighted in the red rectangular frame).

After adding temporal features to the existing two feature sets, the analyst can identify a different set of similar documents. Most of the crimes that are similar to the anchor crime seem to have occurred within a much smaller region. By analyzing the commonalities between these document sets, further hypotheses can be generated. For example, these documents could be a set of similar burglary cases that happened in a park area during night, assuming the term “dark” or “darkness” appears in several documents, and one of the document contains “broken” and “lamp”. The “broken lamp” could be a key cue to the cases. Identification of these types of causal relationships in the data is crucial to future crime prevention and reduction.

### 5.3 User Evaluation

In order to validate our design and assess the usability of the tool, an evaluation session was carried out with criminal intelligence analysts. Three groups participated in the evaluation: one from a UK police force (2 analysts), one from a Belgium federal police force (3 analysts) and one from a Belgium local police force (2 analysts). During the session the tool was introduced to each group separately alongside 11 other prototype tools that have been developed for the project for different analysis tasks.

The evaluation session was interactive. A demo of the tool is given in front of the end user group. The analysts were encouraged to ask questions and provide feedback during the demo session. At the end of the session each analyst had to complete a questionnaire independently. The questionnaire consists of three types of questions: *usability*, *analytical work*, and *satisfaction*.

The feedback was encouraging. The analysts welcomed the exploratory nature offered by the interactivity of the tool and were able to see its potential to help with the tasks of CCA. They thought the tool is easy to understand and use. They liked the multiple-linked visualizations that allows them to inspect data from different perspectives. The analyst also felt that the underlying similarity computation could be used effectively to detect when particular modus operandi traits reoccur. For example, the tool could alert the analyst that a particular trait occurred ten times in the last fortnight, or that a trait that was frequent last summer.
is becoming frequent again.

One rather unexpected feedback was on the word cloud visualization. One may argue a list of frequently occurred words is a better way of summarizing a documents collection than a word cloud. The analysts said they prefer the latter. The word could visualization seems to be a natural tool for sense-making and reasoning – often when their eyes see a word cloud, their brain automatically start to piece words together to form stories.

The questionnaire result also looks promising. Among the 12 tools that have been evaluated, SSE received one of the highest overall score (4.25 out of 5), as well as satisfaction (4.83 out of 5), expectation (4.56 out of 5) and evidential reasoning scores (4.61 out of 5).

The analysts could also foresee a number of ways in which the tool could be improved. For example, they would like the system to reveal more details of the underlying similarity computation and provide a summary of why two crimes are considered either similar or different. This enables analysts to validate the computation and could be accompanied by functionality for modifying and correcting the similarity measure. A simplified method for this is semantic interaction [20] where analysts use drag-and-drop to reposition data points on the surface of the sphere, thus adjusting the underlying similarity weightings.

6. Conclusion and Future Work

In this paper we introduced the Spherical Similarity Explorer, a visual analytics tool for Comparative Cases Analysis. The system addresses several challenges in analyzing criminal intelligence data, including entity extraction and concept generation from textual fields, combining both “soft” (features extracted from textual fields) and “hard” (features that exist in structured fields) information for similarity analysis, and providing effective visual representations of the data. A visual analytics pipeline is designed and developed to automate the CCA process. The pipeline incorporates a series of text analytics techniques and interactive visualizations to automate the manual CCA process and support visual data exploration. A novel visualization technique that integrates the spherical MDS approach with interactions to support data exploration is proposed to avoid the over plotting problem of 2D visual embeddings and to support flexible navigation. Various visualization and interaction techniques are integrated into the system to facilitate filtering, hot spot identification, and commonality analysis. Positive feedback was collected from police analysts, as well as further development directions.

For future work we would like to improve our system according to some of the feedback from the end users. In particular, we intend to provide more transparency, flexibility and user control of the similarity computation, allow weighting on different features, highlight not only commonalities but also differences between crime cases, integrate semantic interactions with the system, and develop more filtering facilities to support “slicing and dicing” of the data before comparison.

In addition to the above mentioned functionality, we plan to extend the time line visualization to support more sophisticated temporal analysis. Visualizing the overlapping features between different sets of documents is another future direction that we would like to explore. We also plan to extend the spherical mapping by adding dynamic Azimuthal projections. This would allow the analyst to compare the absolute distances from one particular document to all the other documents on the spherical surface. Although the projection will need to be recomputed every time the analysis changes their focus, accurate mapping could be helpful when a criminal investigation focuses on a particular crime.

The tool presented in this paper is a system prototype as part of the VALCRI project. Our next goal is to improve the functionality, usability, scalability and robustness of the system and develop a fully functional software. Further user evaluations of the system will be conducted to guarantee the usability and effectiveness of the tool.
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