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Figure 1: The Causalvis visualization modules corresponding to the three steps of the causal inference workflow: 1) Causal
Structure Modeling, 2) Cohort Construction/Refinement, and 3) Treatment Effect Exploration.

ABSTRACT
Causal inference is a statistical paradigm for quantifying causal
effects using observational data. It is a complex process, requiring
multiple steps, iterations, and collaborations with domain experts.
Analysts often rely on visualizations to evaluate the accuracy of
each step. However, existing visualization toolkits are not designed
to support the entire causal inference process within computational
environments familiar to analysts. In this paper, we address this
gap with Causalvis, a Python visualization package for causal infer-
ence. Working closely with causal inference experts, we adopted
an iterative design process to develop four interactive visualization
modules to support causal inference analysis tasks. The modules
are then presented back to the experts for feedback and evaluation.
We found that Causalvis effectively supported the iterative causal
inference process. We discuss the implications of our findings for
designing visualizations for causal inference, particularly for tasks
of communication and collaboration.
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1 INTRODUCTION
Causal inference is a statistical paradigm for quantifying causal ef-
fects using observational data. Although randomized controlled tri-
als (RCTs) are considered the gold standard for establishing causal-
ity, they are not always feasible, especially in situations where
manipulating the treatment variable is costly, impractical, or un-
ethical. In medical fields, for instance, it would be highly unethical
to randomly select a group of participants and ask them to smoke
cigarettes for a period of time in order to measure the effect of
smoking on lung cancer. Causal inference, which requires only ob-
servational data, is thus a powerful approach that has been widely
applied in healthcare [18, 24], economics [3], and the social sciences
[16]. Researchers interested in studying the effect of a particular
treatment exposure can select two groups from an observational
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data set – treatment and control – and compare outcomes between
them. Estimating the size of the effect of treatment exposure on the
outcome is often the goal of causal inference analysis.

By replacing RCTs with observational data, additional steps must
be taken to ensure that the estimated treatment effect is reliable and
unbiased. This is a complex process, requiring multiple steps, itera-
tions, and collaborations with domain experts. Researchers need to
accurately understand the causal relationships in the data set, iden-
tify and control for all confounding variables, make the necessary
statistical adjustments, and ensure that the selected treatment and
control groups satisfy required assumptions. Consider again the
scenario where researchers are interested in estimating the effect
of cigarettes on lung cancer. Researchers can begin by selecting
two groups – smokers and non-smokers – from a large data set
of medical records, then compare rates of lung cancer (outcome)
between those that smoke (treatment) versus those that do not (con-
trol). However, for this comparison to be valid, several assumptions
must hold true. One such assumption is that the groups must share
some minimal amount of similarities – for example, if we have no
women in the smoking group, we should not include women in the
control group either. Moreover, there should be no unmeasured or
uncontrolled confounding variables – if smokers tend to be older
than the non-smokers and older people are at higher risk of cancer
to begin with, then age is a confounder that, if left unadjusted, will
lead to an inaccurate estimate of the treatment effect.

The above scenario demonstrates the complexity of causal infer-
ence. Analysts often rely on visualizations to inspect and resolve
errors in each step of the process. However, while there are existing
visualization libraries used by causal inference experts, they are of-
ten not designed specifically for causal inference [29, 66], or support
only limited analysis tasks [5, 23, 53]. This is further complicated
by the existence of different causal inference approaches that adopt
incompatible assumptions and processes [33, 61, 62], resulting in
visualization tools that provide only fragmented support for the
analysis workflow, and are not designed to work with one another.
Additionally, causal inference often requires multiple repetitions to
refine the analysis, but many visualization libraries are not designed
for such rapid iteration and do not integrate with the computational
environments and statistical packages analysts are familiar with.
Taken together, there are, to the best of our knowledge, no existing
visualization toolkits that can be used together to support the vari-
ous analysis tasks of causal inference practitioners over the entire
causal inference workflow.

In this paper, we address these challenges through a design study
with causal inference experts. Working closely with the experts
over the course of three months, we first sought to understand the
causal inference workflow and analytic tasks through two rounds
of formative interviews. We then adopted an iterative design pro-
cess to develop visualizations to support the tasks, before finally
presenting the visualizations back to the experts for feedback and
evaluation. The result of this design study is Causalvis (Fig 1), a
Python visualization package for causal inference. Causalvis con-
sists of four visualization modules that support data analysts with
tasks such as understanding and communicating causal structure,
identifying and statistically controlling for confounding variables,
refining cohorts, exploring heterogeneous treatment effects, and
tracking analytic provenance.

The contributions of this paper include (i) a characterization of
user tasks and design requirements during the causal inference
process; (ii) Causalvis1, a Python library that consists of four visu-
alization modules to support experts during causal inference; (iii)
feedback from experts about the design, functionality, and areas
of improvement for each module; and (v) methodological lessons
learned from developing and evaluating Python packages with
multiple sub-modules in established computational environments.

2 RELATEDWORK
2.1 Causal Inference
Causality is the overarching paradigm focused on the science of
cause and effect. The methods of uncovering causal structure from
data can be further categorized into causal inference and causal
discovery. Causal discovery (also known as reverse causality [15])
generally aims to infer the causal relations among variables from
observational data without specifying treatment or outcome in
advance, while causal inference (also known as forward causal-
ity) aims to quantify the strength of the causal relationship of a
pre-specified treatment on a pre-specified outcome. For example,
researchers would use causal discovery to understand the causal
links between variables – such as smoking behavior, age, biological
sex, and lung cancer – in an observational data set, and use causal
inference to estimate the size of the effect of smoking (treatment)
on the risk of lung cancer (outcome) considering influences from
covariates.

Causal inference, the focus of our work, relies on non-
experimental observational data to estimate causal effects. Unlike
RCTs where participants are randomly assigned to a particular
treatment, observational studies do not manipulate an individual’s
settings or experiences. Instead, data would be recorded about that
individual, such as their demographic information, whether they
were exposed to a treatment, and other related attributes. In a
healthcare setting, for instance, researchers can access such obser-
vational data in the form of medical databases of patient health and
demographic data. From these data sets, researchers can define the
treatment and outcome of interest, and relevant covariates.

The potential outcomes (PO) framework [2], also called the
Neyman-Rubin framework [26] or the Rubin Causal Model [30],
describes a theoretical framework for causal inference. Consider
again the scenario where we attempt to find the causal effect of
smoking on cancer. To measure the true causal effect of smoking in
a population, we need to generate two potential outcomes for every
individual – the outcome had they smoked and the outcome had
they not. We could then quantify the difference between the two
outcomes for each individual, and average that difference across the
population to obtain the average treatment effect (ATE). How-
ever, in reality, we cannot obtain both potential outcomes for each
individual, as each individual either did smoke or did not. Only one
potential outcome is already observed, and the other outcome can
never be observed (i.e., counterfactual). Therefore, causal inference
provides the theory and tools for when and how we can estimate
causal effects. Informally, to estimate the ATE, we select a cohort of
individuals who share baseline biological/demographic characteris-
tics, we divide them into treatment and control groups based on
1https://github.com/causalvis/causalvis
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whether they did or did not smoke, perform statistical adjustments
to cancel out spurious correlations so the groups are more compara-
ble, and then calculate the difference in average outcomes (i.e., rate
of cancer diagnosis) between the two groups. The PO framework
provides the theoretical assumptions required to identify whether
this estimated difference from the data at hand is indeed the causal
treatment effect.

In addition to the PO framework, there exists a complementary
approach to causal inference called the Structural Causal Model
(SCM). SCM relies on the do-calculus system pioneered by Judea
Pearl [45, 46], which champions the use of Directed Acyclic Graphs
(DAG) for causation. DAGs consist of nodes and vertices, where
nodes correspond to variables in the data and a directed vertex
between two nodes indicates a possible causal relationship between
the variables [21]. Generally, DAGs can accomplish two tasks: 1)
identifying whether a causal question can be answered from the
data, and 2) performing causal effect estimation when used as a
computational graph. Under the SCM framework, practitioners
would use DAGs to accomplish both tasks by estimating the effect
sizes of all causal relationships (vertices) in a DAG. In contrast,
PO practitioners focus on quantifying the effect of the one vertex
connecting the treatment to the outcome, and would use the DAG
only for identification (the first task). This difference in approaches
has led the two frameworks to adopt different assumptions and use
different sets of estimation tools. While both frameworks have their
strengths and weaknesses, many causal estimation methods that
are popular today–such as propensity score methods andmatching–
were developed under the PO framework [49]. The PO framework
has thus seen greater adoption by causal inference practitioners
in fields ranging from economics and policy to healthcare and
epidemiology.

Our tool is designed to support the PO framework, allowing
users to estimate the causal effect of a pre-specified treatment
on a pre-specified outcome using common statistical tools. In all
subsequent sections, unless otherwise indicated, the term causal
inference will refer to the PO approach.

2.2 Causal Visualization
Many visualization techniques have been developed to communi-
cate causal structure and causal relationships, ranging from static di-
rected acyclic graphs [47, 48] to animated visualizations [11, 12, 34].
More recently, studies have looked at combining textual narratives
with causal graphs to help users understand temporal events [7],
as well as how visualizations might be leveraged for causal sup-
port [36], interpreting counterfactuals [38], identifying mediator
variables [69], and conveying causality in biological pathways [9].
Studies have also explored how visualizations might erroneously
convey an illusion of causality in data [68].

An important prerequisite for causal inference is a directed
acyclic graph (DAG) depicting the possible causal relationships
between different variables in the data. Traditionally, these causal
relationships would be manually specified by a domain expert, such
as a doctor or physician, aided by tools like Dagitty [58] that enable
interactive specification of DAGs. More recently, automatic meth-
ods for causal discovery were developed to recover causal structures
and learn causal relationships between variables from observational

data [19]. These tools can be fully automated, like Causalnex [5],
or interactive, like SeqCausal [33] and DOMINO [63], enabling hu-
mans to take part in discovering the underlying causal structure
from sequential data. However, in both cases, causal discovery tools
do not quantify the effect of a treatment on an outcome variable,
and require subsequent use of causal inference methods.

There exists a broad range of visualization tools that have been
developed for causal inference, such as visualizing and refining
causal structures [61], performing analyses [62], explaining the AI
models used [27], and debiasing AI algorithms [17]. While these
visualization tools support a variety of user tasks, they are mostly
grounded in the SCM framework and are not compatible with in the
more popular PO framework. For example, while both frameworks
might use DAGs to visualize causal relationships, the analytic goals
of the visualization would differ. Previous approaches, such as the
Visual Causality Analyst [61] and the Causal Structure Investigator
[62], use multiple regression models to estimate the effect size of
all causal relationships in the DAG (see 2.1). It thus makes sense for
these tools to encode effect sizes using vertices between nodes. In
contrast, the PO framework focuses on estimating the effect size of
a single predefined treatment on a predefined outcome (i.e., a single
vertex). This smaller scope allows analysts to use more diverse
estimation methods that are commonly available in statistical tools,
but also requires analysts to adjust for variables that may bias the
estimation. A DAG built for the PO framework would thus need
to highlight how variables in the graph relate to the treatment-
outcome relationship (e.g., by introducing confounders), a task that
is not supported by the previous SCM-based visualization tools.

This example illustrates only one of many distinctions between
the two approaches. These distinctions mean that visualizations
designed for the PO framework must support entirely different user
tasks and analysis processes. To this end, we identified only three vi-
sualization packages developed for the PO framework – VAINE [23],
causallib [53], and Cobalt [22]. VAINE and causallib are both de-
signed for use with the Jupyter notebook environment. VAINE is an
interactive visual analytics tool that helps users identify clusters in
the data set and estimate the average treatment effects across clus-
ters, while causallib uses static visualizations to help users evaluate
their causal inference models. In contrast, Cobalt is a visualization
package designed for R, and helps analysts validate that their se-
lected samples are suitable for causal inference. Of these, causallib
and Cobalt only provide static visualizations, which makes rapid
iteration and interactive analysis time-consuming. Furthermore,
each package only addresses limited tasks in the causal inference
process, and some tasks, such as identifying variable types, are not
supported in any tool. To address this gap, we conducted a design
study with experts to understand users’ workflows in causal infer-
ence and to build and evaluate an interactive visualization system
to support their analysis.

2.3 Visualizations in Computational
Environments

Computational notebooks (e.g., JupyterLab, Google Colab, and Kag-
gle Notebooks) are programming environments in which users can
interweave segments of code and output within the same interface.
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These notebooks have been widely adopted for their ability to sup-
port exploratory data analysis [39, 57], collaboration [70], rapid
iteration and workflow documentation [60]. Recent works have
advocated for the development of interactive visualizations in such
computational environments in order to support reproducibility,
streamline analysis and increase adoption of visualization systems
[43, 65]. To support these goals, tools have been developed that
help users embed interactive visualizations [65], create dashboards
[64, 67], and reuse workflows [14] in JupyterLab. Studies have also
developed tools to condense notebooks for better collaboration
[51] and communication through interactive data comics [37] and
presentation slides [71]. In addition to these general purpose tools,
there has also been a trend towards fluid, interactive widgets embed-
ded within notebook environments [40]. Within data visualization,
a range of interactive notebookwidgets have been developed for use
in domains such as biology [13], machine learning [4, 44], data com-
parison [59], and programming education [28]. Specific to causal
inference, both VAINE [23] and causallib [53] are designed to be
used in Jupyter Notebook. Inspired by these tools, we implemented
Causalvis as a Python package for computational notebooks so that
users can easily collaborate with experts and iterate through their
causal inference workflow rapidly.

3 DESIGN STUDY
To understand the process of causal inference, users’ tasks, and
their analytic goals, we conducted a design study [52] with eight
causal inference experts. Through two rounds of interviews, we
first performed a formative user task analysis to derive the typical
causal inference workflow and relevant analytic tasks. We then
validated our findings in a second round of interviews, where the
same experts helped refine and elaborate on the workflow and
ideate through low-fidelity wireframes of visualization designs that
can support their work. In the following sections, we provide a brief
background on the causal inference framework, and describe the
participant recruitment and design study process. Then, we present
the causal inference workflow and user analytic goals that were
derived from the interviews.

3.1 Participants
The target users of our system are causal inference experts who
are interested in using causal inference to estimate the effect of a
treatment on an outcome within a particular usage domain. They
are familiar with the causal inference process and are experienced
using it in prior or current projects.

We recruited experts through a snowballing method. We first
posted a message on a Slack channel, and reached out to project
managers using our enterprise network. Through these connections,
we branched out and recruited other participants with relevant
expertise in causal inference. A total of eight experts (E1-8) in
diverse domains were recruited. Participants were asked to self-
report on a scale of 1 (no experience) to 5 (I consider myself an
expert) their proficiency in Python (𝜇=3.86, 𝜎=0.690), JupyterLab
(𝜇=3.29, 𝜎=1.38), causal inference (𝜇=4.14, 𝜎=1.07), creating/using
DAGs (𝜇=3.71, 𝜎=0.76), and data visualization (𝜇=3.86, 𝜎=0.690).
One participant declined to provide the above information. Three
of the participants are consultants who serve as contacts for clients

interested in causal inference. Their clients have domain expertise
and relevant data sets, while their role as consultants is to perform
causal analysis and communicate results back to the clients. Two of
the participants are data scientists and researchers involved in the
development of libraries for causal inference. They are also domain
experts who have used causal inference in healthcare research, and
are experienced in conducting and reporting research results. The
other three participants are graduate students who work on causal
inference, including theoretical (non-domain specific) simulations
as well as healthcare (domain specific) related applications.

3.2 Study Procedure
To understand the process of causal inference and tools used by
experts, we first conducted formative interviews with causal in-
ference experts. The interviews were semi-structured, and where
applicable, we asked specific follow-up questions based on user
responses and their area of expertise. Each session lasted for no
more than an hour, with 1-3 causal inference experts on each call.
From these interviews, we gained an initial understanding of the
sequence of tasks typically performed during the causal inference
process and the challenges faced. We also obtained an overview
of the data domains the experts worked in, as well as the current
ecosystem of tools and libraries that support their work.

Next, we created an initial three-step workflow summarizing
the causal inference process. We also made low-fidelity wireframes
of possible visualization tools that might be used to support each
step of the workflow. These wireframes were simple prototypes,
sketches, or screenshots of visualizations that have been published
in causal inference research papers. For each visualization design,
we provided multiple alternatives and annotated the images to
indicate how interactions would work. We also combined them
with screenshots of pseudo-code written in JupyterLab to better
reflect how the designs would integrate into the computational
environment as a visualization module.

Finally, in a second round of interviews, we presented the work-
flow and wireframes back to our experts for validation and feedback.
During these interviews, specific comments were surfaced to im-
prove our understanding of the workflow. Participants also pointed
out particular features and changes that can be implemented in the
visualization wireframes. Building on the feedback, we then refined
the three-step workflow to better reflect the causal inference pro-
cess (see Section 3.3). We also came up with a set of design goals
for Causalvis that capture the needs and requirements of our users
(see Section 3.4). The workflow and design goals are presented in
the following sections.

3.3 The Causal Inference Workflow
The causal inference workflow presented here summarizes the pro-
cess shared by all the causal inference experts we interviewed (Fig.
3). The causal inference workflow begins with an observational data
set and can be summarized into 3 main steps: 1) Causal Structure
Modeling, 2) Cohort Construction/Refinement, and 3) Treatment
Effect Exploration. The three steps are described in detail below. We
present experts’ remarks in quotes and italics where appropriate.

3.3.1 Causal Structure Modeling. The first step of causal inference
is typically causal structure modeling. The goal of this step is for
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causal inference analysts to accurately model the causal relation-
ships between variables in the data set and identify the variables
that must be adjusted for during the analysis process.

In this step, causal inference analysts often “start with a causal
graph” (E3). Causal graphs are directed acyclic graphs (DAGs)
where nodes are variables, and a directed vertex from node M to
N indicates that M is a likely cause of N. From this graph, ana-
lysts would identify the variables to adjust in order to satisfy the
assumption that there are no unmeasured confounding factors.
Confounders are variables that affect both the treatment and the
outcome, and if left unadjusted, they can introduce bias to the treat-
ment effect estimation. An estimated treatment effect is valid only
if all confounders are identified and adjusted for. In addition to
confounders, there are a few other variable types that must be iden-
tified: mediators, colliders, and prognostic factors, to name the
most common ones [25] (see Fig. 2 for graphical representations of
these variable types). Not all variable types should be adjusted for,
and causal inference analysts “care a lot about the variables” (E2)
that are used in subsequent analyses. Adjusting for colliders and
mediators (aka post-treatment variables), for example, might bias
the estimation instead.

Accurately modeling the causal structure and identifying dif-
ferent variable types is thus a crucial outcome of this step. In our
formative interviews, causal inference experts mentioned that they
typically collaborated with domain experts who have “some intu-
ition about what is relevant” (E3) and what the causal relationships
are between variables. However, domain experts do not always
have the causal inference expertise needed to specify such a graph
from scratch. They may not have the knowledge “in terms of what’s
a confounder or what’s a mediator” (E1), and asking them to express
their intuition as a DAG can be difficult and time-consuming. Causal
inference analysts may thus rely on their own knowledge or use
a causal discovery package, such as Causalnex [5], to first create
a “draft” of the DAG, which is then presented to collaborators to
iteratively validate links and refine the graph. However, the experts
we spoke to wanted a system to better support this process, facili-
tate “interactively building a causal graph” (E2) and serve as “a basis
for conversation” (E5) with their domain expert collaborators. Only
after they have validated that the causal structure is represented
accurately do analysts use the DAG to identify variables that need
to be adjusted for in subsequent steps of causal inference.

Figure 2: Common variable types and their relationship to
the treatment and outcome variables.

3.3.2 Cohort Construction/Refinement. The next step of causal
inference is to select a cohort of treatment and control samples from
the observational data set to estimate the effect of the treatment
on the outcome variable. For a cohort to yield valid causal effect
estimations, it should satisfy the positivity assumption. Informally,

this assumption validates that the two treatment and control groups
in the cohort are not too distinct from one another. More formally,
it states that each sample must have a positive probability to be in
either treatment condition, meaning that the covariate distributions
of the two treatment and control groups should overlap. This can
be either forced or tested, depending on the model the analysts
apply to estimate the treatment effect.

There are two main modeling approaches used for this step:
matching and inverse propensity weighting.Matching [50] is an
intuitive method to create comparable treatment groups, matching
each individual in the treatment group with an individual from the
control group who has similar covariate values. This method, by
construction, usually forces the groups to be compatible, but can
discard many samples in the process. Another commonmethod that
uses the entire data set to estimate the ATE is inverse propensity
weighting (IPW) [49]. The propensity score is the probability
of a unit to be assigned to the treatment group. The inverse of the
propensity score can then be used to create a weighted pseudo-
population in which the distribution of characteristics is similar
between groups. Since we use the entire cohort, and the treatment
assignment is not randomized, the positivity assumption is not
guaranteed to hold.

In our formative interviews, experts mentioned that checking for
positivity violations was often the first thing they did regardless of
method or data domain because “if you have a positivity issue, you
cannot work on this cohort” (E5). Experts typically performed this
by comparing the propensity score distributions between groups
[53] since in theory, the propensity score is a sufficient summary of
the covariate space [49]. If the propensity score distributions of the
treatment and control groups did not overlap, analysts would iden-
tify and exclude the imbalanced samples from the cohort, iteratively
refining the cohort until the groups were well-balanced.

3.3.3 Treatment Effect Exploration. In the final step of causal infer-
ence, analysts want to explore and identify heterogeneous treatment
effects in the cohort. Some causal effect estimation methods, such
as matching, allow individual treatment effects to be calculated for
each sample in the data set, which in turn lets analysts “aggregate
over the treatment groups you care about, for example males and
females, old and young” (E2). Analysts can then explore how the
average treatment effects for each subgroup differs from the others
and “find these highly differentiated subgroups”. When the condi-
tional treatment effect varies between different levels of the data,
this is an indication of a heterogeneous treatment effect. Identi-
fying heterogeneous treatment effects is an important task for many
of the causal inference experts we spoke to because estimating the
ATE for the entire cohort did not always provide enough insight
into the causal effect. Instead, comparing distinct subgroups can
help them better understand the data, such as identifying the popu-
lations for whom a treatment would be most effective or examining
outcomes for “populations of different characteristics” (E5).

3.4 User Analytic Tasks
Based on the two rounds of interviews with our causal inference
experts and the user workflow described earlier, we found that
participants often worked in JupyterLab, and would like to stay
within the computational environment “for the convenience” (E1).
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Figure 3: The causal inference workflow begins with some observational data and consists of 3 main steps: 1) Causal Structure
Modeling, 2) Cohort Construction/Refinement, and 3) Treatment Effect Exploration. Double-ended arrows indicate iterative
steps where analysts return to an earlier process to refine their analysis. The inputs and outputs are indicated above the
corresponding steps. For researchers, the goal of each step is to obtain the outputs, which may then be passed on as inputs in
subsequent analyses. We also include an optional causal discovery step that may sometimes be used to automatically generate
initial DAGs from the data set that are later refined by domain experts during Causal Structure Modeling.

Additionally, we also derived eight analytic tasks that should be sup-
ported by our visualization package. For each task, we indicate if it
is only relevant to one of the steps in the workflow described above.
These tasks were then used to guide the design of the Causalvis
visualization modules.

T1 Collaboratively creating and communicating causal
structure. [Causal Structure Modeling] Many experts we
interviewed mentioned that causal inference is often a col-
laborative effort that requires the input of domain experts
who are familiar with the data, but may lack expertise with
causality. Causalvis should thus make it easy to communi-
cate the causal structure of a data set. It should also be easy
to create and modify the causal structure without technical
expertise or in-depth knowledge about causality.

T2 Maintaining the independence of causal structure from
specific data sets. [Causal Structure Modeling] Discussion
between data scientists and domain experts over causal struc-
ture can sometimes begin before data sets are available as
it might guide what variables are even needed in the first
place. They may also want to include additional variables
that are known to be relevant. Causalvis should thus “not
be constrained to the data set itself” (E1) and support the
modeling of causal structures independently of any data set.

T3 Identifying different types of variables. [Causal Struc-
ture Modeling] Given the importance of selecting the right
control variables during causal inference, variable types,
such as confounders, mediators, colliders and prognostic
factors, should be emphasized as “something to be mindful
of” (E3). Causalvis should help users quickly identify the
different variable types and keep track of them.

T4] Checking covariate balance and positivity violations.
[Cohort Construction/Refinement] Ensuring that treatment
and control groups are comparable during cohort refine-
ment is a crucial task for obtaining unbiased estimates of the
treatment effect. Causalvis should help users identify when
covariate balance and the positivity assumption are violated.

Furthermore, Causalvis should allow users to select samples
that should be excluded in order to satisfy the positivity
assumption.

T5 Estimating treatment effects conditioned on a vari-
able. [Treatment Effect Exploration] It is often insufficient
to estimate a treatment effect for an entire population. Data
analysts want to condition on certain variables and gain in-
sight into how the treatment effect differs across subgroups.
Causalvis should support the exploration and identification
of heterogenous treatment effects in a cohort.

T6 Supporting a flexible and iterative workflow. Common
across all our experts is the highly flexible and iterative na-
ture of their causal inference process. Experts often described
the analysis steps as being “iterative”. Different experts work-
ing in different domains may also use different causal infer-
ence methods, skip steps in the workflow, or prioritize one
stage while using heuristics in the others. The three steps
identified in 3.3 are thus neither prescriptive nor unidirec-
tional. Causalvis should allow users to iterate through each
step and return to an earlier step to refine their process when
needed.

T7 Tracking analytic provenance. Since there is often no
established ground truth when conducting causal inference
on observational data, analysts often iterate through mul-
tiple hypotheses, cohorts, and estimates of the treatment
effect value. They were thus “in favor of version control” (E5).
Causalvis should provide a method of tracking and compar-
ing outcomes across different analytic decisions.

T8 Integrating with existing causal analysis packages.
From our formative user interviews, we found that there
was no one unified method of performing causal inference,
and experts expect Causalvis to integrate seamlessly with ex-
isting data formats (such as networkx2 graphs) and libraries
(such as CausalNex [5] and causallib [53]) that they already
use for causal inference.

2https://networkx.org/
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4 CAUSALVIS
Based on the user workflow (see 3.3) and analytic tasks (see 3.4)
identified from our design study, we developed the Causalvis vi-
sualization package to support analysts through the three steps
of the causal inference process. The package is developed for use
in the JupyterLab computational environment since all experts in
our formative study mentioned that they typically worked with
Python packages and JupyterLab notebooks. We took an iterative
design approach to our development process. In addition to the two
rounds of formative interviews described, we also presented videos
of the modules to the experts during implementation, informally
collecting intermediate feedback to refine our designs.

The Causalvis package consists of four visualization modules,
where the first three modules (DAG, CohortEvaluator, and Treat-
mentEffectExplorer) correspond to the three steps identified in the
causal inference workflow and the fourth module (VersionHistory)
is designed to track analytic provenance. They are designed to work
independently of one another (T6). A key choice made in our de-
sign process was to focus on the visualizations needed for each step
(see Fig. 3), while leaving the data processing and statistical adjust-
ment techniques at the discretion of the user. We thus emphasized
the ability for each module to integrate seamlessly with existing
libraries and data structures instead.

The Causalvis front-end is implemented in Javascript, using the
React framework3. All visualizations are implemented using D3.js4.
Each module is integrated into the JupyterLab5 computational en-
vironment using Python and the IPywidget framework6. In the fol-
lowing sections, we describe the modules in detail. Where relevant,
we indicate the functions available in each module, the arguments
accepted, and the variables that can be accessed from the mod-
ule class. For each module, we also discuss visualization packages
currently available to analysts. We describe how Causalvis inno-
vates and extends these existing solutions, with emphasis on the
additional tasks supported by our modules, informed by formative
interviews with causal inference experts.

4.1 Usage Scenario
When describing the visualization modules in the following sec-
tions, we will simultaneously walk through a usage scenario [32]
to demonstrate and contextualize how Causalvis might be used in a
realistic causal inference task. We use the UCI Student Performance
data set [8] in this scenario7. This data set records student math
grades and related data at two Portuguese schools throughout the
year. There are 30 attributes that track student demographic, social
and academic information (such as age, address, and absences), and
3 attributes that track student grade throughout the year (G1, G2,
G3). We drop 7 sensitive or open-ended attributes from the data set
(school, sex, age, Mjob, Fjob, reason, guardian), leaving a total of 26
attributes and 395 samples (rows).

This data set has previously been used to build machine learning
models predicting student academic performance [8] and demon-
strate the use of causal discovery packages such as Causalnex [5].
3https://reactjs.org/
4https://d3js.org/
5https://jupyter.org/
6https://ipywidgets.readthedocs.io/en/stable/
7We used the data set for Mathematics.

We select it for our Causalvis usage scenario because the data do-
main is intuitive, and the existence of prior use cases serves as
a baseline for causal inference analysis. The treatment attribute
of interest is absences, found to be a predictive factor in machine
learning models of student performance [8]. However, the size of its
causal effect has not been estimated in prior studies. In this usage
scenario, we convert absences to a binary variable based on the data
set median, such that students with ≥ 𝑚𝑒𝑑𝑖𝑎𝑛 absences is encoded
as having frequent absences (absences = 1), while students with
< 𝑚𝑒𝑑𝑖𝑎𝑛 absences have few or no absences (absences = 0). The
outcome attribute of interest is G1, the grade obtained in the first
exam of the year.

The scenario will follow the three-step workflow introduced in
3.3. Throughout the example, we may use other packages, such
as causallib, to perform the statistical calculations necessary for
causal inference. These external packages are not requirements
or dependencies of Causalvis. Analysts may use other statistical
packages they are familiar with so long as the data is passed to
Causalvis in the expected data format.

4.2 DAG
The DAGmodule (Fig. 4) is designed to help users quickly and effec-
tively model different causal structures using directed acyclic graph
(DAG) visualizations. In the Causal Structure Modeling step (see
Section 3.3.1), users want to understand the causal relationships and
identify the variables that need to be adjusted for. They typically
collaborate with domain experts to iteratively refine the DAG and
construct different hypotheses. While some existing packages, such
as Causalnex (see A.2), allow users to model causal structures by
specifying nodes and links between nodes, this can only be done
manually by writing code, and the resulting DAG visualizations can-
not be interactively edited through direct manipulation. This makes
the process of creating and refining DAGs too time-consuming, par-
ticularly when collaborating through infrequent meetings with
domain experts who may not have the time or technical expertise
to refine DAGs programmatically. The DAGitty [58] (see A.1) ap-
plication is a tool that supports the interactive editing of DAGs.
However, the application expects users to know causal structure
terminology (e.g. confounders, conditional independence), which
may be unfamiliar to domain experts who are often not causal
inference experts. Our Causalvis DAG module extends these ex-
isting tools by supporting interactive DAG modeling within the
JupyterLab computational environment itself. By allowing users to
create and refine DAGs directly on a visual interface, we facilitate
the interactive and collaborative causal structure modeling process
needed by causal inference analysts (see 3.3.1, T1). Additionally, we
implement automatic variable type identification for subsequent
analysis, and image download features that support easy sharing
and communication with subject matter experts (T1).

Initializing the DAG Module. The DAG module can be ini-
tialized in a variety of ways, the simplest of which is using DAG()
to create an empty canvas without first obtaining an existing data
set (T2). Additionally, the module also accepts the following ar-
guments: attributes, graph, data, and nx_graph, allowing users to
flexibly create and edit DAGs based on the data input available.
These different input formats are included to support collaboration
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Figure 4: The DAG module initialized with a networkx graph. 1) The graph is visualized on load. 2) Toggle buttons can be used
to switch between layout editing and link editing. 3) The Add Node button can be used to add custom nodes to the DAG. 4) The
context menu of each variable can be used to set treatments and outcomes, edit tags, and delete variables from the visualization.
5) The DAG can be downloaded and saved as an image or .json file.

between users, allowing analysts to quickly load causal graphs that
have been created beforehand (T1). Some input formats also help
integrate the DAG module with existing Python packages (T8). For
instance, the Causalnex package outputs causal structures in the
networkx data format, which can be directly passed into the module
using the nx_graph argument.

Creating and Editing DAGs. When creating or editing a DAG,
users can add nodes by clicking on the variable name from the list
on the left. If the module is initialized with no variables, or if users
wish to capture the relationship of additional factors, new nodes
can be added to the canvas using the Add Node button (Fig. 4 3○).
This allows users to quickly and flexibly capture domain knowledge
about causal relationships without being restricted by any existing
data set (T2). Users can also toggle between the move and edit links
buttons to either reposition the layout of the nodes or edit the links
in the DAG (Fig. 4 2○). By supporting direct interaction with the
DAG, users can iterate rapidly through different hypotheses (T6),
and subject matter experts can collaborate on modeling the causal
structure even without technical programming know-how (T1).

Identifying Variable Types. Each variable in the list has a con-
text menu that has the following options: Set as Treatment, Set as
Outcome, Edit Tags, andDelete from Graph. The Set as Treatment and
Set as Outcome options will designate a particular variable as either
the treatment or outcome of interest and will change the color of
the corresponding node in the DAG (Fig. 4 4○). There can only be
one treatment and one outcome in each DAG, and a single variable

cannot be both. Furthermore, when both treatment and outcome
have been selected, all other nodes will be automatically colored to
highlight the different variable types: confounders, colliders, medi-
ators, and prognostics. Variable types are identified by recursively
traversing the target-source relationships in the node-link structure
(Fig. 2), and are dynamically updated whenever the user edits the
DAG or the treatment and outcome variables. These highlights
can help users identify the variables that must be adjusted for in
subsequent analyses (T3).

Saving and Sharing DAGs.Once a DAG has been created, users
can share the causal model by downloading the DAG as a .png image
using the download image button (T1) (Fig. 4 5○). Alternatively,
the node-link structure can also be shared as a .json file using
the download json button. This file can be customized to include
information about the different variable types identified.

Accessing DAGs and Variable Types in Python. Data ana-
lysts who wish to use the outputs of the DAGmodule in subsequent
analyses can also quickly access the relevant data variables in the
Jupyter notebook without downloading the .json file (T8). The
causal structure created can be obtained using .DAG, and the dif-
ferent variable types can be accessed similarly with .confounds,
.colliders, .mediators, and .prognostics. These variable types can
then be used in subsequent analysis to determine the statistical
adjustments that need to be made (T3).
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Figure 5: The DAG of the causal relationships in the stu-
dent learning data set, refined from Figure 4. This image was
downloaded directly from the Causalvis DAG module using
the download image function and presented without further
processing.

4.2.1 Usage Scenario. We start by constructing the DAG model of
the Student Performance data set to visualize the expected causal
relationships between different attributes. To do so, we can load the
data set into a DataFrame using the Python pandas package, and
pass this to the DAGmodule to manually create a DAG from scratch.
More effectively, however, we can also leverage the Causalnex
package to automatically create an initial ‘discovery’ of what the
causal structure should be. We then load the Causalnex graph into
the DAG module (Fig. 4) to delete spurious nodes and links, add
connections based on domain knowledge, and identify variable
relationships. After iteratively editing the graph, we obtain a revised
version of the DAG that represents our hypothesis of the causal
structures that affect student absence and exam grades. We then set
absences as the treatment variable, and G1 as the outcome variable.
The DAG automatically updates to highlight the other relevant
variable types (Fig. 5). From this, we can identify that there are six
confounding variables (Pstatus, famsup, health, Medu, internet, and
failures) and four prognostic variables (paid, studytime, schoolsup,
higher) that should be adjusted for in subsequent steps of the causal
inference analysis.

4.3 Cohort Evaluator
The CohortEvaluator module (Fig. 6) is designed to help users vali-
date that their selected cohorts satisfy positivity assumptions, and
to refine the cohorts when necessary (see 3.3.1). When conducting
causal inference analysis, the covariate distributions of the treat-
ment and control groups should be as similar as possible to reduce
the effect of biasing covariates. The propensity score plot and ab-
solute Standardized Mean Difference plot (aSMD plot, also called
Love plot) included in this module have been widely used in causal
inference [20], and are also part of causal inference toolkits like
causallib [53] in Python and Cobalt [22] in R. In causallib (see A.3),
these visualizations are only supported when the IPW method is
used, which can exclude the use of other approaches, such as match-
ing (see 3.3.2). Cobalt (see A.4) supports both methods, but has no
Python or Jupyter notebook equivalent. Furthermore, although
Cobalt offers customization of the propensity score and covariate
distribution visualizations, only static visualizations are available,

and each plot must be generated through separate function calls.
This process can thus be considerably time-consuming, particu-
larly when many iterations of cohort refinement are required. The
Causalvis CohortEvaluator module addresses these gaps with in-
teractive propensity score and aSMD plots that allow imbalanced
samples to be selected and excluded from subsequent iterations
of cohort refinement. Detailed distributions of imbalanced covari-
ates are also visualized automatically. Finally, the entire module is
implemented for the Jupyter notebook environment.

Evaluating Propensity Balance. The propensity score plot
visualizes the propensity score distribution of the treatment and
control groups (Fig. 6 1○). In a cohort that satisfies the positivity
assumption, these two distributions should overlap. Lack of overlap
suggests that some individuals in the population are not comparable
since they don’t have a valid counterpart in the other exposure
group (T4).

Identifying Positivity-Violating Samples. If there is a lack
of overlap between treatment and control group distributions in
the propensity score plot, it is often necessary to identify these
individuals and exclude them from the cohort. This can be done
by brushing over the propensity score plot to select the violating
subpopulation. The selected samples can then be downloaded using
the Download button and excluded from the cohort such that the
positivity assumption holds for all subsequent analyses (T4). In
addition to downloading the selection, samples can also be accessed
in the Python notebook using .selection. The inverse can similarly
be accessed using .iselection.

Evaluating Covariate Balance. The aSMD plot is another vi-
sualization often used by causal inference experts to validate that
treatment and control groups are well-balanced (Fig. 6 2○). In a
well-balanced cohort, the standardized mean difference between
the treatment and control groups for each covariate should be close
to zero after adjustment (i.e. the distribution of each covariate is
similar). Typically, a 0.1 threshold, indicated in the aSMD plot, is
used to identify covariates that are not well balanced (T4). Users
can sort the covariates using the ‘Sort’ button in order to identify
covariates that require further analysis. The toggle buttons above
the aSMD plot can be used to switch to a details view, where the
distributions of each covariate is visualized individually on a sepa-
rate plot (Fig. 6 3○ & 4○). In order to emphasize covariates that are
not well balanced, only those with an adjusted standardized mean
difference greater than 0.1 will be included in the details view by
default. Users can then manually customize which covariates are
shown using the ‘Show/Hide covariates’ dialog (Fig. 6 5○). For each
covariate, we visualize the control group distribution above and
the treatment group distribution below. To maintain consistency
with the aSMD plot, the unadjusted distributions are depicted using
a black outline, while the adjusted distributions are filled in. We
also add a dashed line to indicate the mean values for each distri-
bution, with the adjusted means indicated with an additional black
dot along the axis. This supports the rapid comparison of adjusted
means since it is necessary to ensure that the adjusted treatment
and control distributions are as similar as possible. A large distance
between the treatment and control means would indicate to users
that the groups are unbalanced for this particular covariate (T4).
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Figure 6: The CohortEvaluator module initialized with both adjusted and unadjusted cohort arguments. 1) The propensity
score distribution of the treatment and control groups. 2) The absolute Standardized Mean Difference (aSMD) plot visualizing
the aSMD of each covariate. 3) Toggle buttons can be used to view detailed distributions of each covariate. 4) The detailed
distributions view automatically shows the distributions of covariates with an adjusted aSMD above 0.1. 5) The Show/Hide
covariates button can be used to customize which covariate distributions are shown, including already well-balanced covariates.

Supporting Different Causal Inference Methods. From our
interviews with causal inference experts, we found that data ana-
lysts would approach cohort construction using different methods,
such as matching or IPW (see 3.3.2). When using methods such as
matching, data analysts would typically take the observational data
(unadjusted cohort) and select samples to form balanced treatment
and control groups (adjusted cohort). When using IPW, however,
only the unadjusted cohort is used, and each sample in the unad-
justed cohort is weighted by the inverse of its propensity score to
create a pseudo-population where the treatment and control groups
are balanced. To account for different methods, the CohortEvalu-
ator module can initialized with the unadjustedCohort argument,
and the optional adjustedCohort argument (T6). If only the unad-
justedCohort is provided, the adjusted aSMD values in the aSMD
plot will be calculated using the inverse propensity scores to weight
the unadjusted aSMD values.

4.3.1 Usage Scenario. In the prior step, we used the DAG module
to model the causal structure of the data and identify the relevant
covariates (confounders and prognostics). We now adjust for these
covariates through matching to obtain a cohort to use for treatment
effect estimation. In this example, covariate matching results in an
initial cohort of 328 students – 192 in the treatment group (frequent
absences), and 189 in the control group (few or no absences). We
then pass this selected cohort to the CohortEvaluator module to en-
sure that the cohort has comparable treatment and control groups
with respect to the identified covariates. Since we are using the
matching approach, we pass the original data set to the CohortE-
valuator module using the unadjustedCohort argument, while the
matched cohort is provided as the adjustedCohort argument.

Figure 7: The cohort of selected students after refinement.
Compared to Figure 6, we can see from the aSMD plot that
each covariate is much better balanced, and the adjusted
aSMD of all covariates are now below 0.1 (black points).

From the CohortEvaluator module, we see that the cohorts are
not fully compatible for a causal analysis (Fig. 6). The propensity
scores for the treatment and control groups have different distri-
butions on the left tail, which suggests that there is a positivity
violation. The standardized mean difference plot also indicates that
the adjusted aSMD of the internet=yes, Medu and health variables
are greater than 0.18. In fact, the adjusted aSMD for internet=yes is
greater than its unadjusted aSMD, which suggests that the matched
cohort increased the difference between the treatment and control

8internet=yes refers to whether the student has internet at home, Medu is mother’s
education, and health is student’s health status.
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groups for the internet=yes variable. Taken together, the visualiza-
tions in the CohortEvaluator module suggest that the treatment and
control groups for this cohort are not sufficiently similar (i.e. do not
overlap), which may lead to biases in treatment effect estimation.

We return to the matching process to use more stringent match-
ing parameters. After this refinement, we obtain a smaller cohort
with 200 samples – 95 in the treatment group (frequent absences),
and 105 in the control group (few or no absences). This cohort is
passed to the CohortEvaluator module (Fig. 7). We can see that the
propensity score distributions for the treatment and control groups
are now more similar. This is further supported by the standardized
mean difference plot, which indicates that the adjusted aSMD for all
variables are below 0.1. This is a well-balanced cohort with no pos-
itivity violations, which we can now use in subsequent treatment
effect estimation.

4.4 Treatment Effect Explorer
The goal of causal inference is often to estimate the average treat-
ment effect (ATE) of a particular treatment on the outcome of
interest. While the ATE is calculated for the entire cohort, it can be
useful to compare the effect between different subgroups as well.
If the average effect differs between subgroups (e.g., for males and
females), we say that there is a heterogeneous treatment effect.

Identifying heterogeneity can result in more precise conclusions
(T5). However, to the best of our knowledge, there are no visualiza-
tion packages that have been developed specifically for treatment
effect exploration. From our formative interviews, we found that
causal inference analysts currently make use of general purpose vi-
sualization authoring tools such as matplotlib9 or seaborn10. These
visualizations are often static and created ad hoc for each study,
making the process too time-consuming for in-depth subgroup
exploration. The TreatmentEffectExplorer module (Fig. 8) is thus
designed to visualize individual treatment effects conditioned on
different variables, with the goal of helping users identify when
trends in treatment effects change across different subgroups (see
3.3.3). Note that this module can only be used with certain causal in-
ference methods, such as matching, where it is possible to calculate
individual treatment effects (T6). It is unsuitable for methods such
as IPW where only the ATE for the entire cohort can be obtained.

Creating and Exploring Subgroups. On load, the Treatment-
EffectExplorer module defaults to a single visualization of the dis-
tribution of individual treatment effects for the entire cohort (Fig.
8 1○). The visualization uses a raincloud plot [1], which has been
found to convey statistical summaries about the data distribution
with minimal distortion or misinformation. To the left of this visual-
ization is a list of variables available in the data set (Fig. 8 2○). Users
can click on a particular variable name to facet the visualization by
this variable. Up to three variables can be selected this way. The
first selected variable will be visualized along the 𝑥 axis, while sub-
sequent variables will be used to create small multiples in a matrix
layout. If the first variable is binary, the cohort is automatically
divided into two groups based on that variable, and raincloud plots
will be used to visualize the distribution for each group separately
(Fig. 8 3○). If the first variable is a continuous variable, all individual

9https://matplotlib.org/stable/index.html
10https://seaborn.pydata.org/

treatment effect values will be visualized using a scatterplot. For
the subsequent variables used to create small multiples of the visu-
alization, if the selected variable is binary, the cohort will simply
be divided based on that variable. However, if a faceting variable
is continuous, the TreatmentEffectExplorer module first calculates
the variable mean, which is then used to divide the cohort into two
sub-populations. Note that the variable mean is only a heuristic
used to perform a default grouping of the cohort, and users can
customize this threshold value using a corresponding slider bar
(Fig. 8 4○). Additionally, we also visualize the distribution of the
continuous variable in a beeswarm plot directly next to the slider
to help users identify natural sub-populations in the data where a
more appropriate division should be made.

Identifying Heterogeneous Treatment Effects. All faceted
plots in the TreatmentEffectExplorer module share the same 𝑥 and
𝑦 axes ranges to support easy comparison across the different visu-
alizations. This would also help users identify when the treatment
effect for one sub-population is significantly different from oth-
ers (T5). We also add a dashed line to the visualizations when
the domain of the 𝑦 axis includes 0 in order to highlight when
sub-populations have opposite treatment effects, which can be an
indication of Simpson’s paradox.

4.4.1 Usage Scenario. In the previous step, we selected a cohort
from the data set consisting of a treatment and a control group.
Since we used the matching method, we can calculate individual
treatment effects for each treatment-control pair in the cohort as the
difference in G1 grade if a student had frequent absences in a year
(absences = 1) compared to if they had few or no absences (absences
= 0). This then allows us to explore trends in individual treatment
effects across the selected cohort. The individual treatment effect
values are passed to the TreatmentEffectExplorer module to explore
subgroups and identify heterogeneous treatment effects.

Using the TreatmentEffectExplorer module, we choose to group
the cohort based on internet access (internet=yes) and student health
(health) (see Fig. 8, 3○). The visualizations are now faceted by stu-
dent health – the students with poorer health (health < 3.5) are
visualized in the facet on the left, and students with better health
(health > 3.5) are visualized in the facet on the right. Across the
four subgroups, we can see immediately that students with poor
health who had no internet access at home had a clear the decrease
in grades caused by frequent absences. Comparatively, this effect
of absences was less pronounced for the other subgroups, which
all have distributions around 0. This finding may be interesting
for parents and educators, and prompt follow up studies into how
frequent absences affect the performance of students with health
conditions.

4.5 Version History
Causal inference is a highly iterative process where data analysts
often have to test different causal structures and construct cohorts
that may result in different estimations of ATE. Keeping track of
DAGs and cohorts is thus a crucial task to help users recall their
analytic provenance (T7). However, to the best of our knowledge,
there are no provenance tracking tools that have been developed
for causal inference. For this purpose, the VersionHistory module
is designed to store and visualize different DAGs and cohorts such
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Figure 8: The TreatmentEffectExplorer module. 1) On load, the module shows the distribution of the individual treatment
effects of the entire cohort. 2) Users can subgroup the cohort by up to three variables. 3) The visualization will be faceted if two
or more variables are selected. 4) If a non-binary variable is selected, the threshold for sub-grouping can be adjusted with a
slider.

that users can view their causal inference analytic history, as well
as restore previous versions when necessary (Fig. 9).

Tracking Provenancewith the VersionHistorymodule. The
VersionHistory module is initialized simply using VersionHistory()
without any arguments. This creates an empty icicle plot with no
DAGs or cohorts. As data analysts work through the causal infer-
ence process, they can track their analytic provenance by calling
the .addVersion((DAG, cohort, ATE)) function (T7). This function
accepts a tuple that includes information about the DAG, the cohort
selected, and the estimated ATE for this particular iteration of the
causal inference workflow (T6). The VersionHistory module visual-
izes DAG and cohort versions using an icicle plot (Fig. 9 1○). Below
the icicle plot is a dot plot that visualizes the ATE corresponding
to each cohort. Hovering over a dot will reveal a tool-tip with the
DAG and cohort version (Fig. 8 2○). The visualizations in the Ver-
sionHistory module automatically update each time a new version
is added, and the user need not run the component again.

Saving and Sharing Versions. At the end of the analysis, all
versions can be downloaded using the .saveVersions() function,
which saves all DAGs and cohorts as a .json file. This allows users
to easily restore an earlier version of their analysis, as well as share
their analytic provenance with collaborators when needed (T1).

5 EXPERT EVALUATION
We evaluate the Causalvis package in a qualitative study with
eleven experts to obtain feedback for the visualization modules,
and validate that the visualizations support the causal inference
analysis tasks identified (Section 3.4).

In our future work, we plan to also evaluate Causalvis through a
more in-depth deployment study. Working with causal inference
experts, we will look at how Causalvis would be used in real-world

analyses within specific application domains. This long-term de-
ployment will help us better understand how Causalvis fits into
current user practices. For the scope of this paper, we rely on par-
ticipant expertise to evaluate the usability of the Causalvis modules
and surface potential issues before real-world deployment. In the
following sections, we describe the study design and results.

5.1 Participants
We recruited eleven causal inference experts (P1-11, 7 males/4 fe-
males) to participate in the evaluation study, five of whom were
also participants in the formative interviews (see Section 3). Before
each study session, participants were asked to self-report on a scale
of 1 (no experience) to 5 (I consider myself an expert) their profi-
ciency in Python (𝜇=4, 𝜎=0.775), JupyterLab (𝜇=3.45, 𝜎=1.21), causal
inference (𝜇=3.64, 𝜎=1.12), creating/using DAGs (𝜇=3.09, 𝜎=1.04),
and data visualization (𝜇=3.36, 𝜎=0.674). All participants are data
scientists or performed data analysis as part of their job. Their
experience working with causal inference projects ranged from
3 months to 4 years, with the exception of one participant who
has not formally worked on causal inference projects, but who has
studied it in his own time and is planning to apply it to subsequent
projects. Of the eleven participants, seven are researchers who have
built tools to support causal inference analysis or worked on causal
inference research projects in healthcare fields. Two participants
are consultants who work with clients in the government to apply
causal inference to policy-related decision making. The other two
participants are doctoral students who use causal inference as part
of their doctoral studies.
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Figure 9: The VersionHistory module. 1) An icicle plot visualizing three versions of the DAG and the different cohorts created
to test the causal model in each DAG version. 2) The estimated ATE for each cohort. We see that the estimated values are mostly
clustered around the range −0.25 to −0.10. However, there are two outlier cohorts with very large and very small ATEs.

5.2 Tasks
We prepared 4 notebooks in JupyterLab demonstrating each of
the 4 modules in the Causalvis package. In the notebooks, we pre-
sented a condensed version of the usage scenario included in this
paper (see 4.1) using the same UCI Student Performance data set [8].
Each notebook included short explanations and examples of how
the module would be used in analysis. Where necessary, we also
showed how the module would be used in conjunction with exist-
ing Python libraries (T8). During the study, we asked participants
to work through the notebooks and complete guided tasks such
as initializing the DAG with a custom list of variables or brushing
over the propensity plot to select samples in the CohortEvalua-
tor module. These tasks were designed to familiarize participants
with the module features. Once participants completed a notebook,
we asked for feedback about the module and improvements they
would make. The sessions were conducted remotely over a video
conferencing service, Webex. Each session took one to two hours.

5.3 Results
Overall, participants gave positive feedback for the Causalvis pack-
age. In the following sections, we highlight when participants found
Causalvis to effectively address their analysis tasks (T1-8), and dis-
cuss additional feedback and suggestions made for each module.

5.3.1 DAG. The DAG module supported communication and
collaboration (T1). Participants found that the option to save and
share the DAGs as images was helpful for communicating the causal
relationships in the data. As P4 said, when working on publications
of her causal inference work, “having a good visualization was
always pretty important.” Similarly, P7 also commented that the
visual representation of causal relationships in the DAG was an
important means of communicating with audiences who were not
data scientists. Though data scientists would need to know the
details about the causal structure and the causal inference process,
an external collaborator or domain expert “only wants to know the

relationship between the covariates and see the outcome.” In addition
to the effectiveness of the visualization itself, participants also felt
that the DAG module was an improvement on existing tools. P9,
for instance, described working on publications where he had to
manually create DAGs in Powerpoint and Photoshop, concluding
that “this would have been much nicer.”

Automatically identifying different variable types in the
DAG module was helpful for participants (T3). During the
study, many participants found it useful that the DAG module
would dynamically highlight the important variable types once the
treatment and outcomes were selected. As P1 described, “it’s nice
that it will immediately color everything so that it’s also visibly clear
which nodes have which context.” Overall, participants felt that this
feature was helpful for users who were less familiar with causal
inference and “didn’t know the confounders, colliders, and mediators”
(P9), as well as for data analysts who might discover “something
we hadn’t realized is a confounder or a mediator somewhere along
the graph” (P4). Furthermore, participants also liked the use of
color encodings in the DAG to highlight each variable type. By
providing visual feedback that made the variable types explicit and
quickly identifiable, the DAG module was able to better support
the task of selecting the variables that need to be adjusted for. As
P10 described, it “takes some time to visually parse a graph”, so
“this automatic annotation is very useful”. However, while many
participants appreciated this feature, some also cautioned against
overreliance on automatic variable identification. P9 referred to this
as “a double-edged sword”, and expressed concerns that variables
could be wrongly highlighted because someone “could create a DAG
where it labels them incorrectly.” This can then introduce errors into
the subsequent causal inference analysis if the wrong variables are
adjusted for.

Participants liked being able to quickly and interactively
iterate on the DAGmodule. Compared to the current techniques
or tools that are used to create DAGs, many participants commented
that they preferred the interactive features provided by the DAG
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module. P1, for instance, said that “it’s nice that it gives you the option
to edit it manually, and you don’t have to write it all in some yaml
or something like that.” Similarly, P2 had prior experience learning
about DAGs from R, but commented that the visualizations had
not been interactive, which “would’ve been very useful.” During the
discussion, P9 elaborated further on his preference for interactivity.
Previously, he had created DAGs using tools such as Powerpoint
and Photoshop, but felt that “iterating on something is what makes
it really annoying.” In comparison, when using the Causalvis DAG
module, he appreciated “being able to quickly iterate and add in and
remove nodes and relationships,” which was made possible through
the interactive interface.

Participants wanted more annotation features in the DAG
module.A frequent comment from participants was the suggestion
to add annotations to edges between nodes. For data analysts, this
feature would help them gain a better understanding of the data
set. As P1 said, it would be helpful to add the correlation coefficient
to the edges because “it’s not just the structure of the causal rela-
tionships, but also some numerical estimation of how things relate
between one another.” This information would help her identify
whether a confounder is highly correlated with both treatment and
outcome, and would thus need to be prioritized during adjustment.
In contrast, other participants wanted to add annotations to explain
relationships or communicate with collaborators. For example, P9
wanted to “add information to describe these pathways beyond just
an arrow.” Similarly, P11 would typically meet with collaborators
only every one or two weeks, and wanted to highlight questionable
links and indicate parts of the DAG that need to be “reviewed by the
subject matter expert.” Ultimately, for data scientists who have to
work with domain experts frequently over the course of the causal
inference process, annotations can be a helpful means of support-
ing collaboration. This is best summarized by P10, who said that
“[annotations] are not about causal inference. These are just about
communication. But in a client setting, communication is important,
so that, I think, is useful.”

5.3.2 Cohort Evaluator. The detailed covariates view in the Co-
hortEvaluator module provided additional insight into the
data distribution in cases of covariate balance and positivity
violations (T4).Many participants in our study appreciated that
they could see the distributions of each covariate visualized sepa-
rately in the details view (Fig. 6 4○), and felt that it a useful addition
to the propensity score and the aSMD plots that are more commonly
used in causal inference. Participants described the benefit of the
additional plot in the following ways. As P1 explained, “when you
have, for example, the aSMD plot, you only see the average. I think it’s
better to see the entire distribution, it gives you much more informa-
tion.” P2 further elaborated on his prior experiences, commenting
that “Whenever I’ve done propensity score matching, if I want to look
at exploratory plots, I would just look at [the covariates] one by one.”
In comparison, when using the CohortEvaluator module, P2 said
that “not having to write individual code to obtain each of these, I
think that’s nice.”

Participants wanted feedback from the CohortEvaluator
module after selecting instances from the propensity score
plot. During the expert evaluation study, participants found it
useful that they could brush over the propensity score plot to obtain

the samples that were not well balanced. P5, for example, said that
“I really like scrolling over the [propensity score plot] and having a
look at which samples they were. It is pretty amazing.” However,
many participants wanted more visual feedback from the module
after making the selection, such as visualizing the covariate values
of the selected samples separately. P5 said that “if we could have
some visualization about the selection that is unbalanced, I think it
would be really interesting. A straight, fast visualization about why
your data isn’t being sampled in those cases.” Similarly, P3 wanted
to compare the covariates of the selected samples with the entire
cohort because “it will be quite interesting to see the contrast in how
the distribution looks.” In addition to visualization feedback, some
experts in the study also wanted the Jupyter notebook to provide
a more detailed explanation about the visualizations and how to
interact with them. For example, P10 said that even after brushing
over the propensity score plot, “it’s still not clear what these people
are” and what covariates differentiate them from the rest of the
cohort. In such cases, he wanted the notebook to provide examples
about what analysis steps to take next – “It doesn’t have to change
the design, it doesn’t change your package. Just add some use cases
in here, some action you can take.” P11 made a similar suggestion,
saying that the notebook examples should include “more guidance
on what packages you recommend” to characterize and exclude
samples after they have been selected.

5.3.3 Treatment Effect Explorer. The interactive visualizations
in the TreatmentEffectExplorer module reduced the effort
needed for participants to iteratively explore and compare
subgroups in the data (T5). Many participants in our study
found the visualizations to be an improvement from their current
approaches. P1, for instance, said that “it’s nice to visualize every-
thing and not just look at numbers.” Similarly, P8 “really liked the
three-variable visualization [because] it’s a really hard thing to do.”
Participants also described the interactive selection of different
variables as being “very intuitive” (P4) and “great fun” (P6). The
interactivity was helpful to explore different subgroups, and “get
these different comparisons between the average treatment effect” (P4).
It was also particularly useful for participants who often worked
with domain experts to identify heterogeneous subgroups in the
data. During exploration, domain experts may ask to compare dif-
ferent variables or stratify subgroups by different thresholds. As
P6 described, with current approaches there is often “this endless
repetition of change”. In comparison, the TreatmentEffectExplorer
was “easy to work with”.

The TreatmentEffectExplorer module supported commu-
nication and storytelling about causal inference. In addition
to analysis tasks, a number of our participants also mentioned that
“it’s the job of the data scientist to come up with the story” (P11).
In particular, consultants need to communicate and make sense
of results for clients, customers, and collaborators. However, this
can be challenging with causal inference. As P10 described, “most
data scientists know that they have to do some storytelling, but in the
causal inference setting, I think because the idea is so new, most data
scientists don’t know how to tell a story with causality because the
story is harder to tell.” To this end, participants commented that the
visualizations in the TreatmentEffectExplorer module were well
suited for this purpose. Compared to downloading the data and
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creating visualizations manually, P11 liked that “this tool can have
some graphs ready made to support our story... it saves us a lot of
time.”

More visualization customization and guidance should be
provided in the TreatmentEffectExplorer. Although the visu-
alizations and interactions implemented in this module were well
received by our participants, not all participants were familiar with
the raincloud plot. P5 found that “it took me a while to get into the
visualization” and P3 commented that “it took less than a minute, but
it wasn’t immediate.” To better interpret the visualizations, many
participants wanted the option to customize the plots based on
their familiarity and expertise. P8, for example, suggested putting
“some of the data that you visualize, such as the box plot, on a toggle
that you can turn off and on”, while P4 wanted to “enable or disable
the different [violin plots] because usually I don’t plot these.” Ulti-
mately, participants wanted more instruction on how to interpret
the visualizations in the TreatmentEffectExplorer module. P4 sug-
gested implementing “an instructional manual before hand so you
know what you’re looking at” in the visualization, while P3 wanted
“something to guide you to what you’re looking for”.

5.3.4 Version History. The VersionHistory module was help-
ful for tracking provenance but should include additional
features (T7). Many participants mentioned that keeping track
of their analysis process was something that they want or need to
incorporate into their workflow. Referring to their causal inference
studies, P2 said that “I absolutely needed [such a tool]. I absolutely
need to record how many patients are in my cohort”, while P8 com-
mented that “[for] what I’m doing right now, [version control] would
be really helpful because I am running a lot of data against a lot of
DAGs.” Visualizing the different cohorts and associated ATEs also
has the added benefit of helping analysts evaluate the robustness
of their estimated ATE when using a cross-validation approach.
As P1 explained, “you would like to see that the average treatment
effect is mostly stable, that it resides in some range that is not very
large. Then you can say that we’re really robust, and there is real
generalization in the model instead of overfitting to whatever data we
get.” However, some participants also suggested that the Version-
History module needed to keep track of additional information to
be completely useful. In cases where machine learning models are
used in causal inference, the module should also record “machine
learning parameters” (P11) and “the specifications of the model” (P6).

Participants wanted the VersionHistory module to help
them compare the DAGs. In addition to keeping track of the
analysis process, multiple participants mentioned that they wanted
the VersionHistory module to help them compare between different
versions of the DAG. Participants suggested that a visualization
would reduce the effort required to make such a comparison, pro-
viding an “easy way to understand what is DAG 1 and what is DAG
2, and how do they differ from one another” (P1). Similarly, P2 said
that “having these comparisons, making these comparisons easier
to do would be very helpful.” More specifically, participants were
interested in using visual comparison to identify unique structures
in the causal graphs. P6, for instance, said that he would like to see
“which edges appear in one and not the other”, while P8 wanted the
module to “emphasize to me the local structure, what the neighbors of
the variables actually are, so I can be more sure that it is not a collider

in the path form.” P10 went a step further, and suggested keeping
track of the version history directly within the DAG module itself
because “while I do the editing, if I have some way to look at the
history, that will help.” He explained that being able to see previous
versions would be visual reminder of earlier discussions with collab-
orators, which can in turn guide decisions about the edits needed.
Ultimately, there was strong consensus among study participants
that being able to compare and contrast different versions of the
DAG would enhance the VersionHistory module. This was best
expressed by P3, who said that “presenting would be a first benefit,
but comparing would be even better.”

6 DISCUSSION
In this section, we reflect on how Causalvis contributes to the
existing causal inference workflow, and discuss implications for
future work.

Supporting rapid iterative hypothesis testing through in-
teractive visualizations. The process of causal inference requires
data analysts to iterate through each step of the workflow mul-
tiple times to explore different causal structures, refine cohorts,
and explore heterogeneous treatment effects in different subgroups.
Participants in our evaluation study appreciated that the interac-
tivity of the DAG and TreatmentEffectExplorer modules allowed
for more rapid iterations compared to current tools where static
visualizations must be edited programmatically in a manual and
time-consuming process. Causalvis thus better supported tasks such
as collaboratively exploring different hypotheses of causal structure
(T1) or comparing heterogeneous treatment effects across cohort
subgroups (T5). However, participants also felt that more could be
done for the CohortEvaluator module. Although users could brush
over the propensity score plot to select samples that are imbalanced
between the treatment and control groups (T4), the visualizations
in the module did not update in response to this interaction. Users
had to manually exclude the selected samples from the data set
themselves and run the module again in order to see the visualiza-
tion updates. Many participants in the study found that this process
was unintuitive, and expected the visualizations to dynamically
update with indications of how the selected samples differed from
the entire cohort, which can then provide the guidance needed to
adjust their selection and refine the cohort. Future work developing
visualizations for causal inference should thus better consider the
need for rapid iteration throughout the workflow, with particular
emphasis on cohort construction and refinement tasks.

Explaining and communicating causal inference to do-
main experts and collaborators. In causal inference, data scien-
tists do not merely complete analysis tasks, they frequently also
have to communicate with domain experts, publish results, and
make sense of the outcomes for clients and collaborators. To this
end, many participants in our evaluation study liked when the
visualizations in Causalvis were effective for both analysis and
communication. Participants found that the saving and sharing fea-
tures in the DAG module to be an improvement over existing tools
for visualizing causal structure models. They also liked that the
TreatmentEffectExplorer module helped them rapidly identify het-
erogeneous treatment effects as part of the analysis, while also ex-
plaining results to collaborators and “tell[ing] a story with causality”
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(P10). Taken together, this highlighted the need for causal inference
visualizations to support both analysis and communication. Our
evaluation study also revealed the potential use of annotations to
keep track of discussions with domain experts. From our formative
and evaluation studies, we found that collaborations during the
causal inference workflow can be inconsistent. Data scientists may
only meet domain experts every one or two weeks, during which
time they must quickly validate changes and make the necessary
refinements. This is particularly important when modeling causal
structures, and many participants suggested adding annotation
features to the DAG to better support this two-way collaboration.
In future work, researchers can further explore how annotations
might be incorporated into the various visualization modules to bet-
ter support communication and collaboration needs during causal
inference. Existing studies such as [56] and [7] can also inform the
design of these annotation features.

Evaluating estimation robustness through sensitivity anal-
ysis. A characteristic of causal inference is the lack of ground-truth
data that can be used to evaluate the accuracy of estimated treat-
ment effects. Instead, causal inference analysts would often perform
sensitivity analysis [31] to check for robustness and generalizability
of various analytical choices. Analysts may thus iterate through the
causal inference process multiple times, using different combina-
tions of covariates or testing different cohorts in each iteration [41].
As mentioned by P1 during the evaluation study, the VersionHistory
module potentially supports a sensitivity analysis-like evaluation
(see 5.3.4). For example, if the ATE remains stable across different
covariates and cohorts (see 9 2○), analysts can then be more con-
fident that their estimate is likely to be robust and generalizable.
This combinatorial testing of reasonable analysis decisions shares
many similarities with multiverse analysis [54, 55], where an auto-
mated, exhaustive search of all combinations of analytic decisions
are made to ensure the robustness of results. Although Causalvis is
designed to be highly interactive and does not naturally lend itself
to exhaustive combinatorical searches, analysts can still specify and
iterate through the most plausible analytic scenarios. As such, many
visualization strategies that have been developed to evaluate and
review the results of multiverse analysis may be similarly effective
for visualizing the subset of causal inference alternatives explored.
Most immediately, for example, the VersionHistory can act as an
equivalent of a forest plot for contrasting ATEs under different
design choices. In future work, we hope to turn to existing studies
such as [42] and [35] to inform how the module might be extended
to help causal inference analysts perform sensitivity analysis and
evaluate for estimation robustness.

7 LESSONS LEARNED FROM DESIGN STUDY
Reflecting on the process of conducting this design study with
causal inference experts, we identified some challenges we encoun-
tered and the methodological lessons learned.

Designing visualization packages to complement existing
workflows and tasks (T6). One key decision we made during the
design study was to identify how Causalvis modules should fit into
current workflows and complement existing analytic tools instead
of interrupting or replacing them. Doing so required us to under-
stand current causal inference processes and packages. Working

Figure 10: A summary of the causal inference process. Each
step in the three-step workflow (1-3) is divided into more
granular analysis activities. The analysis activities supported
by Causalvis are highlighted in green. Gray boxes indicate
other activities supported by existing packages or algorithms.
Here, we provide a subset of examples, not an exhaustive
list of existing tools. For clarity, we omit arrows indicating
iteration between steps.

closely with causal inference experts during formative interviews,
we refined our understanding of causal inference into the three-step
workflow presented in this paper (see Fig. 3). We also identified
where certain analytic tasks are not well supported by current tools,
and made note of the data formats and analysis outputs produced
at each step. This formative study helped guide the development of
the Causalvis modules. For each module, we focused on developing
visualizations for tasks that are not well supported by existing tools,
while also integrating with the external packages or algorithms
analysts have developed (see Fig. 10). For example, with the Cohort-
Evaluator module, we learned that analysts computed propensity
scores using a variety of different algorithms. We thus decided not
to re-implement propensity score calculation in our module, and
instead accepted calculated values as input in order to complement
the diversity of existing user approaches. Our paper demonstrates
how a visualization package for causal inference can be designed
to complement existing analytic workflows and tools instead of in-
terrupting or replacing them. In domains beyond causal inference,
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there may exist data analysis tasks that require multiple steps and
similarly complex workflows. The workflow discovery process we
adopted in this paper may thus be applicable to these other domains
as well. Future research can also investigate comprehensive criteria
for making design decisions such that visualization tools optimally
complement existing analytic approaches and user tasks.

Integrating into computational environments (T8). Ideat-
ing through early designs of Causalvis, we initially considered
implementing the visualization modules in an independent visual
analytics system outside the interactive computing environment.
However, we ultimately decided against this approach because
causal inference experts in our formative study mentioned that
they typically worked in the JupyterLab computational environ-
ment. Switching between systems was likely to interrupt users’
workflows [6, 10], and introducing a standalone application out-
side the computing environment can be disruptive during highly
iterative analyses. We thus decided to develop Causalvis as visu-
alization modules for use within the JupyterLab computational
environment. To do so, we had to address challenges in both the
way the modules were designed, as well as how they were evaluated.
During module design, we incorporated JupyterLab into the earliest
prototypes and wireframes of each module, using screenshots of
pseudo-code to demonstrate how the visualization modules would
fit into the computational environment. This helped surface more
detailed requirements about the inputs and outputs of each module.
For example, after viewing the initial wireframes, an expert in the
formative study requested that the DAG module also support net-
workx graphs as input so that he can easily pass the outputs of the
Causalnex package directly into Causalvis. Similarly, in later evalu-
ation, we created notebooks to demonstrate how the visualizations
would be used in JupyterLab, and asked participants to complete
tasks that included directly modifying the notebook content (see
5.2). Through this study design, we identified useful feedback for
how each module can be better integrated into JupyterLab. For ex-
ample, participants asked questions about data types (“Why do we
convert to a dictionary?”, P11) and made suggestions about expected
outputs (“I would want the output here to be indices in the data set
rather than the data itself”, P3). By conducting the study within the
intended usage environment, we were thus able to evaluate how
well each module integrated with the computational environment
itself, and how the API might be improved.

Working with experts in diverse domains and roles. In this
study, we were fortunate to receive feedback from experts through
online meetings on three occasions (as detailed in Section 3.2). The
first session aimed to identify users’ workflows for conducting
causal inference analysis, the second session was for brainstorming
and confirming functionalities based on prototypes and sketches,
and the final evaluation aimed to assess the usability of Causalvis.
One key lesson we learned was the importance of recruiting a
diverse group of participants and understanding user workflows
from different perspectives. All of our participants were experts
in causal inference, but they had different domains and roles for
day-to-day data analysis activities. Learning from a diverse group
of participants allowed us to design for a broad range of use cases.
For example, consultants valued using visualizations to explain the
process and “tell a story" about causal inference to collaborators,
while healthcare data analysts were most interested in comparing

treatment effects across different subgroups. We conjecture that
we would have had only partial solutions if we did not have access
to a diverse group of participants, and we learned that it is impor-
tant to discover applications from diverse users when designing a
visualization package for a specific task.

8 CONCLUSION
In this paper, we present a design study for Causalvis, a Python
package of visualizations to support causal inference. Working
closely with the experts over the course of three months, we first
characterized the causal inference workflow and identified related
analytic tasks. We then adopted an iterative design process to de-
velop four visualization modules to support the tasks of causal
structure modeling, cohort construction and refinement, and treat-
ment effect exploration. The results of our evaluation study indicate
the importance of designing visualizations to support rapid iter-
ation through each step of the workflow, as well as how causal
inference tools should be designed for both analysis and commu-
nication. Finally, we also shared methodological lessons learned
from developing componentized visualizations to support a flexi-
ble workflow, as well as how visualizations can be designed and
evaluated for integration into specific computational environments.
In future work, we aim to further explore how visualizations for
causal inference can be designed to support the visual compari-
son of DAGs and how annotation features can be implemented to
facilitate communication between data scientists and collaborators.
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A CAUSAL INFERENCE TOOLS AND
PACKAGES

A.1 DAGitty
DAGitty (Fig. A1) is an application that allows users to interactively
specify a causal structure graph. It is a powerful and comprehensive
program, but users are expected to know causal structure termi-
nology (e.g. confounders, conditional independence) and notations,
and be adept at making use of these concepts.

A.2 Causalnex
Causalnex (Fig. A2) is a python package that performs causal discov-
ery and allows users to model causal structures by specifying nodes
and links between nodes. The DAG visualizations in Causalnex are
static and must be edited by manually writing code.

Figure A1: A screenshot of the DAGitty [58] application visu-
alizing a DAG of a subset of variables from the UCI machine
learning data set.

A.3 Causallib
Causallib (Fig. A3) is a Python toolkit that implements a range of
machine learning models for causal inference methods including
the popular IPW and matching methods discussed in this paper.
Visualizations are included as part of the package to help analysts
evaluate the machine learning models used. Closely related to our
work are the aSMD plot and propensity score distributions included
as part of the IPW methods. All causallib visualizations are static.

Figure A2: A screenshot of the Causalnex [5] package visu-
alizing a DAG of the variables in the UCI machine learning
data set. The Jupyter notebook cell above shows how an ana-
lyst would manually add directed arrows to indicate causal
relationships between pairs of variables.

Figure A3: A screenshot of the causallib [53] package visual-
izing the aSMD plot and propensity score distribution for a
cohort after covariate adjustment using IPW.
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A.4 Cobalt
Cobalt (Fig. A4) is an R package that generates visualizations to
help assess the output of causal inference cohorts produced through
matching and other methods. Visualizations must be instantiated
through separate function calls. All cobalt visualizations are static.

Figure A4: A screenshot of the Cobalt [22] package visual-
izing the individual covariate distributions, aSMD plot and
propensity score distribution for a cohort after covariate ad-
justment using Matching.
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